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14 Physics overview

14.1 Introduction

The ATLAS physics programme has been already discussed in several documents, the most comprehensive ones being the Letter of Intent [14-1] and the Technical Proposal [14-2]. The goals which have been defined there and which have guided the detector optimisation procedure remain essentially the same, the most important one being measurements that will lead to an understanding of the mechanism of electroweak symmetry breaking.

The high energy and luminosity of the LHC offers a large range of physics opportunities, from the precise measurement of the properties of known objects to the exploration of the high energy frontier. The need to accommodate the very large spectrum of possible physics signatures has guided the optimisation of the detector design. The desire to probe the origin of the electroweak scale leads to a major focus on the Higgs boson; ATLAS must be sensitive to it over the full range of allowed masses. Other important goals are searches for other phenomena possibly related to the symmetry breaking, such as particles predicted by supersymmetry or technicolour theories, as well as new gauge bosons and evidence for composite quarks and leptons. The investigation of CP violation in B decays and the precision measurements of W and top-quark masses and triple gauge boson couplings will also be important components of the ATLAS physics programme.

As discussed in the previous volume, and as also will be illustrated several times throughout this one, excellent performance of the detector is needed to achieve these physics goals.

- The various Higgs boson searches, which resent some of the most challenging signatures, were used as benchmark processes for the setting of parameters that describe the detector performance. High-resolution measurements of electrons, photons and muons, excellent secondary vertex detection for \( \tau \)-leptons and \( b \)-quarks, high-resolution calorimetry for jets and missing transverse energy (\( E_{\text{T}}^{\text{miss}} \)) are essential to explore the full range of possible Higgs boson masses.

- Searches for SUSY set the benchmarks on the hermeticity and \( E_{\text{T}}^{\text{miss}} \) capability of the detector, as well as on \( b \)-tagging at high luminosity.

- Searches for new heavy gauge bosons provided benchmark requirements for high-resolution lepton measurements and charge identification in the \( p_T \) range as large as a few TeV.

- Signatures characteristic for quark compositeness set the requirements for the measurement of very high-\( p_T \) jets.

- The precision measurements of the W and top-quark masses, gauge boson couplings, CP violation and the determination of the Cabibbo-Kobayashi-Maskawa unitarity triangle yielded benchmarks that address the need to precisely control the energy scale for jets and leptons, determine precisely secondary vertices, reconstruct fully final states with relatively low-\( p_T \) particles and trigger on low-\( p_T \) leptons.
### 14.2 Theoretical picture

The Standard Model (SM) [14-3] is a very successful description of the interactions of the components of matter at the smallest scales ($10^{-18}$ m) and highest energies (~200 GeV) accessible to current experiments. It is a quantum field theory which describes the interaction of spin-1/2 point-like fermions, whose interactions are mediated by spin-1 gauge bosons. The bosons are a consequence of local gauge invariance applied to the fermion fields and are a manifestation of the symmetry group of the theory, \( i.e. \) SU(3)×SU(2)×U(1) [14-3] [14-4].

The fundamental fermions are leptons and quarks. The left-handed states are doublets under the SU(2) group, while the right-handed states are singlets. There are three generations of fermions, each generation identical except for mass: the origin of this structure, and the breaking of generational symmetry (flavour symmetry), remain a mystery. There are three leptons with electric charge -1, the electron (\( e \)), muon (\( \mu \)) and tau lepton (\( \tau \)) and three electrically neutral leptons, the neutrinos \( \nu_e \), \( \nu_\mu \) and \( \nu_\tau \). Similarly, there are three quarks with electric charge 2/3, up (\( u \)), charm (\( c \)) and top (\( t \)), and three with electric charge -1/3, down (\( d \)), strange (\( s \)) and bottom (\( b \)). The quarks are triplets under the SU(3) group and thus carry an additional ‘charge’, referred to as colour. There is mixing between the three generations of quarks, which is parametrised by the Cabibbo-Kobayashi-Maskawa (CKM) [14-5] matrix whose origin is not explained by the Standard Model.

The SU(2)×U(1) symmetry group (which describes the so-called electroweak interaction) is spontaneously broken by the existence of a (postulated) Higgs field with non-zero expectation value [14-6]. This leads to the emergence of massive vector bosons, the \( W \) and \( Z \), which mediate the weak interaction, while the photon of electromagnetism remains massless. One physical degree of freedom remains in the Higgs sector, which should manifest as a neutral scalar boson \( H^0 \), which is presently unobserved. The SU(3) group describes the strong interaction (quantum chromodynamics or QCD) [14-4]. Eight vector gluons mediate this interaction. They carry colour charges themselves, and are thus self-interacting. This implies that the QCD coupling \( \alpha_s \) is small for large momentum transfers but large for small momentum transfers, and leads to the confinement of quarks inside colour-neutral hadrons. Attempting to free a quark produces a jet of hadrons through production of quark-antiquark pairs and gluons.

The success of the SM of strong, weak and electromagnetic interactions has drawn increased attention to its limitations. In its simplest version, the model has 19 parameters, the three coupling constants of the gauge theory SU(3)×SU(2)×U(1), three lepton and six quark masses, the mass of the \( Z \) boson which sets the scale of weak interactions, and the four parameters which describe the rotation from the weak to the mass eigenstates of the charge -1/3 quarks (CKM matrix). All of these parameters are known with varying errors. Of the two remaining parameters, a \( CP \)-violating parameter associated with the strong interactions must be very small. The last parameter is associated with the mechanism responsible for the breakdown of electroweak SU(2)×U(1) to U(1)\textsubscript{em}. This can be taken as the mass of the, as yet undiscovered, Higgs boson. The couplings of the Higgs boson are determined once its mass is given.

The gauge theory part of the SM has been well tested, but there is no direct evidence either for or against the simple Higgs mechanism for electroweak symmetry breaking. All masses are tied to the mass scale of the Higgs sector. Although within the model there is no guidance about the Higgs mass itself, some constraints can be delivered from the perturbative calculations within the model requiring the Higgs couplings to remain finite and positive up to an energy scale \( \Lambda \) [14-7]. Such calculations exists at the two-loop level for both lower and upper Higgs mass bounds. With present experimental results on the SM parameters, if the Higgs mass is in the
range 160 to 170 GeV \([14-8]\) then the renormalisation-group behaviour of the Standard Model is perturbative and well behaved up to Planck scale \(\Lambda_{\text{Pl}} \sim 10^{19} \text{ GeV}\). For smaller or larger values of \(m_H\) new physics must set in below \(\Lambda_{\text{Pl}}\).

As its mass increases, the self couplings and the couplings to the \(W\) and \(Z\) bosons grow \([14-9]\). This feature has a very important consequence. Either the Higgs boson must have a mass less than about 800 GeV, or the dynamics of \(WW\) and \(ZZ\) interactions with centre-of-mass energies of order 1 TeV will reveal new structure. It is this simple argument that sets the energy scale that must be reached to guarantee that an experiment will be able to provide information on the nature of electroweak symmetry breaking.

The presence of a single elementary scalar boson is unsatisfactory to many theorists. If the theory is part of some more fundamental theory, which has some other larger mass scale (such as the scale of grand unification or the Planck scale), there is a serious ‘fine tuning’ or naturalness problem. Radiative corrections to the Higgs boson mass result in a value that is driven to the larger scale unless some delicate cancellation is engineered \((m_0^2 - m_1^2) \sim m_W^2\) where \(m_0\) and \(m_1\) are order \(10^{15}\) GeV or larger). There are two ways out of this problem which involve new physics on the scale of 1 TeV. New strong dynamics could enter that provides the scale of \(m_{\mu}\) or new particles could appear so that the larger scale is still possible, but the divergences are cancelled on a much smaller scale. In any of the options, Standard Model, new dynamics or cancellations, the energy scale is the same; something must be discovered at the TeV scale.

Supersymmetry \([14-10]\) is an appealing concept for which there is so far no experimental evidence. It offers the only presently known mechanism for incorporating gravity into the quantum theory of particle interactions and provides an elegant cancellation mechanism for the divergences, provided that at the electroweak scale the theory is supersymmetric. The successes of the Standard Model (such as precision electroweak predictions) are retained, while avoiding any fine tuning of the Higgs mass. Some supersymmetric models allow for the unification of gauge couplings at a high scale and a consequent reduction of the number of arbitrary parameters.

Supersymmetric models postulate the existence of superpartners for all the presently observed particles: bosonic superpartners of fermions (squarks and sleptons), and fermionic superpartners of bosons (gluinos and gauginos). There are also multiple Higgs bosons: \(h, H, A\) and \(H^\pm\). There is thus a large spectrum of presently unobserved particles, whose exact masses, couplings and decay chains are calculable in the theory given certain parameters. Unfortunately these parameters are unknown. Nonetheless, if supersymmetry is to have anything to do with electroweak symmetry breaking, the masses should be in the region below or order of 1 TeV.

An example of the strong coupling scenario is ‘technicolour’ for models based on dynamical symmetry breaking \([14-11]\). Again, if the dynamics is to have anything to do with electroweak symmetry breaking we would expect new states in the region below 1 TeV; most models predict a large spectrum of such states. An elegant implementation of this appealing idea is lacking. However, all models predict structure in the \(WW\) scattering amplitude at around 1 TeV centre-of-mass energy.

There are also other possibilities for new physics that are not necessarily related to the scale of electroweak symmetry breaking. There could be new neutral or charged gauge bosons with mass larger than the \(Z\) and \(W\); there could be new quarks, charged leptons or massive neutrinos, or quarks and leptons could turn out not to be elementary objects. While we have no definitive expectations for the masses of these objects, the LHC experiments must be able to search for them over the available energy range.
Results on precision measurements within the Standard Model, as well as limits on new physics, from present experiments are presented, case by case, in the relevant chapter of this volume.

### 14.3 Challenges of new physics

This volume presents examples of the physics programme which should be possible with the ATLAS detector. The channels studied in previous documents [14-1][14-2] are re-examined and many new strategies proposed.

In the initial phase at low luminosity, the experiment will function as a factory for QCD processes, heavy flavour and gauge bosons production. This will allow a large number of precision measurements in the early stages of the experiment.

A large variety of QCD related processes will be studied. These measurements are of importance as studies of QCD ‘per se’ in a new energy regime with high statistics. Of particular interest will be jet and photon physics, open charm and beauty production and gauge boson production. A study of diffractive processes will present significant experimental challenges itself, given the limited angular coverage of the ATLAS detector. Several aspects of diffractive production of jets, gauge bosons, heavy flavour partons will be nevertheless studied in detail. LHC will extend the exploration of the hard partonic processes to large energy scales (of few hundred GeV²), while reaching small fractional momentum of the proton being carried by a scattered partons (of 10⁻⁵). Precise constraints on the partonic distribution functions will be derived from measurements of Drell-Yan production, of $W$ and $Z$ bosons production, of production of direct photons and high-$p_T$ jets, heavy flavours and gauge boson pairs. Deviation from the theoretical predictions for QCD processes themselves might indicate the onset of new physics, such as compositeness. Measurement and understanding of these QCD processes will be essential as they form the dominant background searches for new phenomena.

Even at low luminosity, LHC is a beauty factory with $10^{12}$ $b\bar{b}$ expected per year. The available statistics will be limited only by the rate at which data can be recorded. The proposed $B$-physics programme is therefore very wide. Specific $B$-physics topics include the search for and measurement of $CP$ violation, of $B_s^0$ mixing and of rare decays. ATLAS can perform competitive high-accuracy measurements of $B_s^0$ mixing, covering the statistically preferred range of the Standard Model predictions. Rare $B$ mesons such as $B_s$ will be copiously produced at LHC. The study of $B$-baryon decay dynamics and spectroscopy of rare $B$ hadrons will be also carried out.

LHC has a great potential for performing high precision top physics measurements with about eight million $t\bar{t}$ pairs expected to be produced for an integrated luminosity of 10 fb⁻¹. It would allow not only for the precise measurements of the top-quark mass (with a precision of ~2 GeV) but also for the detailed study of properties of the top-quark itself. The single top production should be observable and the high statistics will allow searches for many rare top decays. The precise knowledge of the top-quark mass places strong constraints on the mass of the Standard Model Higgs boson, while a detailed study of its properties may reveal as well new physics.

One of the challenges to the LHC experiments will be whether the precision of the $W$-mass measurement can be improved. Given the 300 million single $W$ events expected in one year of data taking, the expected statistical uncertainty will be about 2 MeV. The very ambitious goal for both theory and experiment is to reduce the individual sources of systematic errors to less
than 10 MeV, which would allow for the measurement of the $W$ mass with precision of better than 20 MeV. This would ensure that the precision of the $W$ mass is not the dominant source of errors in testing radiative corrections in the SM prediction for the Higgs mass.

The large rate of gauge boson pair production at the LHC enables ATLAS to provide critical tests of the triple gauge-boson couplings. The gauge cancellations predicted by the Standard Model will be studied and measurements of possible anomalous couplings made. These probe underlying non-standard physics. The most sensitive variables to compare with Standard Model predictions are the transverse momentum spectra of high-$p_T$ photons or reconstructed $Z$ bosons.

If the Higgs boson is not discovered before LHC begins operation, the searches for it and its possible supersymmetric extensions in the Minimal Supersymmetric Standard Model (MSSM) will be a main focus of activity. Search strategies presented here explore a variety of possible signatures, being accessible already at low luminosity or only at design luminosity. Although the cleanest one would lead to reconstruction of narrow mass peaks in the photonic or leptonic decay channels, very promising are the signatures which lead to multi-jet or multi-$\tau$ final states. In several cases signal-to-background ratios much smaller than one are expected, and in most cases detection of the Higgs boson will provide an experimental challenge. Nevertheless, the ATLAS experiment alone will cover the full mass range up to 1 TeV for the SM Higgs and also the full parameter space for the MSSM Higgs scenarios. It has also a large potential for searches in alternative scenarios.

Discovering SUSY at the LHC will be straightforward if it exists at the electroweak scale. Copious production of squarks and gluinos can be expected, since the cross-section should be as large as a few pb for squarks and gluinos as heavy as 1 TeV. Their cascade decays would lead to a variety of signatures involving multi-jets, leptons, photons, heavy flavours and missing energy. In several models, discussed in detail in this volume, the precision measurement of the masses of SUSY particles and the determination of the model parameters will be possible. The main challenge would be therefore not to discover SUSY itself, but to reveal its nature and determine the underlying SUSY model.

Other searches beyond the Standard Model have been also investigated. Throughout this volume are presented strategies for searching for technicolour signals, excited quarks, leptoquarks, new gauge bosons, right-handed neutrinos and monopoles. Given the large number of detailed models published in this field, the task of evaluating each of them is beyond the scope of this document. Rather an exploratory point of view is taken, examples are used and in some cases a detailed study is performed.

### 14.4 Simulation of physics signals and backgrounds

In the process of evaluation of the physics potential of the ATLAS experiment, Monte Carlo event generators were used to simulate multiparticle production in physics processes appearing in the $pp$ collisions. Detailed or parametrised simulation of the detector response to this multiparticle stream was then used to evaluate the possible observability of the signal.

In the full detector simulation, described in Section 2.2, the detailed geometry of the detector is implemented and the interactions of particles with the material of the detector are modelled. Results from full-simulation studies have been described in Chapters 3-10 for several crucial
benchmark signatures and physics processes, e.g. mass resolutions, acceptances and identification efficiencies for $H \to \gamma \gamma$, $H \to ZZ^* \to 4l$, $H \to b\bar{b}$, $H \to \tau \tau$ decays, $E_T^{\text{miss}}$ resolution, $b$-jet and $\tau$-jet identification capability.

However, in most of the cases presented in this volume, evaluation of the expected signals and backgrounds has been done with the fast simulation described in Section 2.5. This simulation includes, in a parametrised way, the main aspects related to the detector response: jet reconstruction in the calorimeters, momentum/energy smearing for leptons and photons, reconstruction of missing transverse energy and charged particles. It is tuned to reproduce as well as possible the expected ATLAS performance, and this tuning has been verified with several benchmark processes as described in Section 2.5.

The fast simulation was used very extensively for estimating the expected backgrounds from physics processes. Such approach was particularly useful for channels requiring large event samples, which one could not process with the much more time-consuming full simulation. Many of these studies are presented in this volume, e.g. for Higgs searches in Chapter 19, where, in some cases, both irreducible and reducible backgrounds required simulations of several million events.

### 14.4.1 Event generators

There are several available Monte Carlo event generators for $pp$ collisions, the most exhaustive ones, with respect to available physics processes and complexity in modelling hadronic interactions, being: HERWIG [14-14], ISAJET[14-12] and PYTHIA[14-13]. Each of these simulates a hadronic final state corresponding to some particular model of the underlying physics. The details of the implementation of the physics are different in each of these generators, however the underlying philosophy of the generators is the same.

- The basic process is a parton interaction involving a quark or gluon from each of the incoming protons. Elementary particles in the final state, such as quarks, gluons or $W/Z/\gamma$ bosons, emerge from the interaction. The fundamental process is calculated in perturbative QCD, and the initial momentum of the quarks or gluons is given by structure functions.

- Additional QCD (gluon) radiation takes place from the quarks and gluons that participate in the basic scattering process. These parton showers are based on the expansions around the soft and collinear limits and can be ascribed to either the initial or final state. The algorithm used by HERWIG includes some effects due to quantum interference and generally produces better agreement with the data when detailed jet properties are studied. The showering continues down to some low energy cut-off. For some particular cases the matrix element calculations involving higher-order QCD processes are used. The events that have more energy in the parton process have more showering, and consequently more jet activity.

- The collection of quarks and gluons must then be hadronised into mesons and baryons. This is done differently in each of the event generators, but is described by a set of (fragmentation) parameters that must be adjusted to agree with experimental results. HERWIG looks for colour singlet collections of quarks and gluons with low invariant mass and groups them together; this set then turns into hadrons. PYTHIA splits gluons into quark-antiquark pairs and turns the resulting set of colour singlet quark-antiquark pairs into hadrons via a string model. ISAJET simply fragments each quark independently paying no attention to the colour flow. In ISAJET the underlying event that arises from the re-
maining beam fragments must be added. The other generators tie these fragments back into the partonic system in order to neutralise the colour.

Matrix elements are likely to provide a better description of the main character of the events, i.e. the topology of well separated jets, while parton showers should be better at describing the internal structure of these jets.

The above model(s) describe events where there is a hard-scattering of the incoming partons; either a heavy particle is produced or the outgoing partons have large transverse momentum. While these are the processes that are of most interest, the dominant cross-section at the LHC consists of events with no hard scattering. There is little detailed theoretical understanding of these minimum-bias events and the event generators must rely on data at current energies. These minimum-bias events are important at LHC, particularly at design luminosity, as they overlap interesting hard-scattering events such as the production of new particles. The generators use a different approach in this case. ISAJET uses a pomeron model that has some theoretical basis. HERWIG uses a parametrisation of data mainly from the CERN p\overline{p} Collider. PYTHIA uses a mini-jet model where the jet cross-section is used at very low transverse momenta, i.e. the hard scattering process is extrapolated until it saturates the total cross-section. Whenever relevant, ATLAS has used the PYTHIA approach with dedicated modifications that agree with present data from Tevatron [14-17]. The multiplicity in minimum-bias events predicted by this approach is larger than that predicted by ISAJET or HERWIG (see Chapter 15), hence issues associated with pile-up are treated conservatively.

The generators differ in the extent to which non-standard physics processes are included. The most complete implementation of the Standard Model processes are available in PYTHIA, while ISAJET has the most complete implementation of SUSY scenarios.

In the physics evaluation presented in this volume, the Standard Model physics and Higgs searches were mostly simulated with PYTHIA. ISAJET was used extensively for the supersymmetry studies but some analyses have been done also with the supersymmetric extension of PYTHIA [14-23]. HERWIG has been used for some of the QCD studies. The model of the hadronic interactions implemented in the physics generator has a direct impact on physical observables such as jet multiplicity, their average transverse momentum, internal structure of the jets and their heavy flavour content. That was one of the reasons why, whenever possible, PYTHIA was used enabling a consistent set of signal and background simulations to be generated.

Theoretical precision of the existing Monte Carlo generators is far from adequate for the challenging requirements of the LHC experiments. Despite the huge efforts which have been put into developing of physics generators for hadron colliders over the last years, the precision with which e.g. present data can be reproduced is not better than 10-30%, and in some cases is not better than a factor of two.

Table 14-1 shows a few examples of important signal and background processes with their predicted cross-sections, as used in the simulations discussed in this volume. If not explicitly stated otherwise, these are calculated using leading-order QCD as implemented in PYTHIA 5.7, using the CTEQ2L set of structure functions as the reference one. Whenever better or more appropriate calculations were available, the production cross-section from PYTHIA was suitably normalised, or a different Monte Carlo generator was used.

- The QCD multi-jet production is a dominant background for e.g. Higgs searches in the multi-jet final state. The production of events with three or more high-$p_T$ jets is not well modelled by lowest-order di-jet processes convoluted with parton showers. To illustrate the large discrepancy between exact matrix element calculations and parton shower ap-
proaches in this case, Table 14-1 gives rates for one, three and four jet final states as given by the exact multi-parton matrix element NJETS Monte Carlo [14-15] and PYTHIA. On the other hand, heavy flavour content of jets is not modelled with the NJETS Monte Carlo. Simulation of four $b$-jet final states has been therefore only possible with the PYTHIA generator, which has the heavy flavour content of the partonic shower implemented.

• In the case of di-jet production in association with a $W$ or $Z$, the VECBOS Monte Carlo [14-16], dedicated to this process, has been used. Exact matrix-element calculations were used also for estimating the expected cross-section in the case of $Wb\bar{b}$ [14-18] and $Zb\bar{b}$ [14-19] production. In the first case a modified version of HERWIG [14-18] was used, while in the second case the EUROJET Monte Carlo [14-21] was adopted.

• The leading order $t\bar{t}$ cross-section is quoted in Table 14-1 since it has been used for all the background studies to new physics. For the specific case of top physics studies in Chapter 18, a more accurate NLO calculation of 833 pb has been used, except for the case of single-top production, for which the NLO terms are not yet known.

• The total $b\bar{b}$ cross-section is also quoted in Table 14-1. For the $B$-physics studies, much more detailed work reported in Chapter 17 has shown that for high-$p_T$ $b$-quark production, which can provide a Level-1 trigger with a high-$p_T$ muon, the PYTHIA model as used by ATLAS [14-20] reproduces quite well the $b\bar{b}$ production as measured at the Tevatron [14-21] [14-22]. In this case, only a small fraction of the total cross-section quoted in Table 14-1 is relevant for physics, and many of the large theoretical uncertainties inherent to the calculations of the total $b\bar{b}$ production are very significantly reduced. A more detailed discussion of $b\bar{b}$ production at the LHC is discussed in Section 15.8.

The list above collects some relevant examples of the attempts which have been made to estimate as correctly as possible the expected production rates at the LHC. More details can be found in the specific Chapters of this volume discussing particular physics processes.

Large uncertainties in the signal and background production cross-sections, due to missing higher-order corrections, structure function parametrisations, energy scale for the QCD evolution, as well as models used for full event generation, remain. In addition, despite the existence of many higher-order QCD correction ($K$-factor) calculations, not all processes of interest at the LHC have benefited from this theoretical effort. In most cases they have also not been embodied in the Monte Carlo generator, so that proper studies of their impact on the observed rates cannot be undertaken. Therefore, the present studies consistently and conservatively avoided the use of $K$-factors, resorting to Born-level predictions for both signal and backgrounds.

14.4.2 Signal observability

In the following sections, most of the results will be given for integrated luminosities of 30 fb$^{-1}$ and 100 fb$^{-1}$, which are expected to be collected in three years of data taking at the initial (low) luminosity and one year of data taking at the design (high) luminosity respectively. The ultimate discovery potential is evaluated for an integrated luminosity of 300 fb$^{-1}$.

In most cases, the event selection for signal and background has been performed as it might be expected for off-line analysis. The foreseen trigger LVL1/LVL2 menus were used for the discussed channels. The possible irreducible and reducible backgrounds are extensively discussed. Given that the presently available tools for physics modelling have inherent uncertainties, analyses in most cases are straightforward; sophisticated statistical methods and very detailed optimisation of cuts are not applied.
The observation of a given signal will be considered as possible if a significance of five standard deviations, defined according to the naive estimator $S/\sqrt{B}$, where $S$ ($B$) is the expected number of signal (background) events, can be obtained. This includes the relevant systematic uncertainties. If the number of expected signal and background events is smaller than 25, Poisson statistics has been used to compute the equivalent Gaussian significance.

### Table 14-1  Leading order cross-sections for some typical processes at the LHC. Unless stated otherwise, these numbers have been obtained by using PYTHIA 5.7 with CTEQ2L structure functions.

<table>
<thead>
<tr>
<th>Process</th>
<th>Cross-section</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclusive $H$ $m_H = 100$ GeV</td>
<td>27.8 pb</td>
<td></td>
</tr>
<tr>
<td>$WH$ with $W \rightarrow l\nu$ $m_H = 100$ GeV</td>
<td>0.40 pb</td>
<td></td>
</tr>
<tr>
<td>$t\bar{t}H$ with one $W \rightarrow l\nu$ $m_H = 100$ GeV</td>
<td>0.39 pb</td>
<td></td>
</tr>
<tr>
<td>Inclusive SUSY $m_\tilde{g}, m_\tilde{q} \sim 1$ TeV</td>
<td>3.4 pb</td>
<td>ISAJET or PYTHIA</td>
</tr>
<tr>
<td>Inclusive $t\bar{t}$</td>
<td>500 µb</td>
<td>All di-jet processes used</td>
</tr>
<tr>
<td>Inclusive $t\bar{t}$ ($m_t = 175$ GeV)</td>
<td>590 pb</td>
<td></td>
</tr>
<tr>
<td>Di-jet processes:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 jet $p_T &gt; 180$ GeV, $</td>
<td>\eta</td>
<td>&lt; 3.2$</td>
</tr>
<tr>
<td>3 jets $p_T &gt; 40$ GeV, $</td>
<td>\eta</td>
<td>&lt; 3.2$</td>
</tr>
<tr>
<td>4 jets $p_T &gt; 40$ GeV, $</td>
<td>\eta</td>
<td>&lt; 3.2$</td>
</tr>
<tr>
<td>Inclusive $W$</td>
<td>140 nb</td>
<td></td>
</tr>
<tr>
<td>Inclusive $Z$</td>
<td>43 nb</td>
<td></td>
</tr>
<tr>
<td>$Wjj$ with $W \rightarrow l\nu$ with 2 jets $p_T &gt; 15$ GeV, $</td>
<td>\eta</td>
<td>&lt; 3.2$</td>
</tr>
<tr>
<td>$Wb\bar{b}$ with $W \rightarrow l\nu$</td>
<td>69.3 pb</td>
<td>Matrix element [14-18]+ HERWIG</td>
</tr>
<tr>
<td>$Zjj$ with $Z \rightarrow ll$ with 2 jets $p_T &gt; 15$ GeV, $</td>
<td>\eta</td>
<td>&lt; 3.2$</td>
</tr>
<tr>
<td>$Zb\bar{b}$ with $Z \rightarrow ll$</td>
<td>36 pb</td>
<td>EUROJET + [14-19]</td>
</tr>
<tr>
<td>$WW$</td>
<td>71 pb</td>
<td></td>
</tr>
<tr>
<td>$WZ$</td>
<td>26 pb</td>
<td></td>
</tr>
<tr>
<td>$W\gamma$ with $W \rightarrow l\nu$ with $p_T \gamma &gt; 100$ GeV, $</td>
<td>\eta</td>
<td>&lt; 2.5$</td>
</tr>
</tbody>
</table>
14.5 Outline

This volume reviews the potential of the ATLAS detector for the observability of a variety of physics processes, starting from the studies of hadronic physics, precision measurements in the Standard Model sector and CP-violation phenomena, continuing through the searches for the Higgs boson(s) and supersymmetry, and ending with a discussion of physics beyond the Standard Model.

The volume begins with a discussion of QCD processes (Chapter 15), which have the largest rate and represent the dominant background for new physics searches. Next is a discussion of the properties of the $W$ and $Z$ gauge bosons and how ATLAS can improve the precision measurements of the masses and couplings (Chapter 16). This is followed by a presentation of the $B$-physics programme; methods for the measurement of $CP$ violation, mixing and rare decays are discussed (Chapter 17). Next, measurements related to the top quark and searches for other heavy quarks/leptons are described (Chapter 18). The Standard Model Higgs boson and its variants in the minimal supersymmetric model provide a benchmark for LHC physics; the large number of possible discovery channels are analysed in detail (Chapter 19). Physics beyond the Standard Model is the subject of the final two sections; the most popular extension to Supersymmetry is discussed in detail and many signatures that allow precise measurements in this sector are presented (Chapter 20). Finally, signatures for other extensions to the Standard Model, such as new gauge bosons and technicolour, are discussed (Chapter 21).
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15 QCD processes at the LHC

15.1 Introduction

The study of QCD processes at the LHC will serve two main goals. First the predictions of QCD will be tested and precision measurements will be performed, allowing additional constraints to be established e.g. on the distribution of partons in the proton, or providing measurements of the strong coupling constant $\alpha_s$ at various scales. Second QCD processes represent a major part of the background to other Standard Model processes and signals of new physics at the LHC and thus need to be understood precisely in the new kinematic region available here. Deviations from the QCD expectations might themselves also indicate the occurrence of new physics, as in the case of compositeness for the jet transverse energy and di-jet invariant mass and angular distributions. Furthermore, the production cross-sections for almost all processes are controlled by QCD.

Tests of QCD can be performed by comparing measurements to fixed order (either LO (leading order) or NLO (next-to-leading order)) calculations or to leading-log Monte Carlo programs which contain $2 \rightarrow 2$ LO matrix elements and approximate higher orders through the use of parton showers (and also include the hadronisation of the partonic system). Perturbative QCD can also be tested by extracting (or constraining) the fundamental parameter $\alpha_s$. The difference between a LO and a NLO calculation is quantified in the $K$-factor; the $K$-factor is defined as the ratio between the cross-section at NLO to the one at LO. The $K$-factor can become significantly larger than 1, especially when new sub-processes appear at next-to-leading order. Calculations at next-to-leading order are mostly restricted to parton level and often performed by numerical integration of the corresponding matrix elements.

This chapter gives an overview of different measurements of QCD processes [15-1], [15-2], [15-3] to be performed with ATLAS, classified by the main characteristics (or main selection criteria) of the final state. Besides a qualitative overview, a few examples are given where first quantitative investigations of the potential of ATLAS have been performed. The organisation of the chapter is as follows: the next section contains a brief summary on the present knowledge of parton densities and some perspectives for improvements before the start of LHC. Then measurements of properties of minimum-bias events (Section 15.3) are discussed, followed by a description of studies of hard diffractive scattering (Section 15.4). Next, the information to be deduced from the measurement of jets (Section 15.5) is described, followed by a section on photon physics (Section 15.6) and one concerning the production of Drell-Yan pairs and heavy gauge bosons (Section 15.7). Before concluding, the production of heavy flavours (charm, bottom and top, Section 15.8) is discussed.

Unless stated differently in the corresponding sections, the standard trigger settings have been used. The signatures listed in [15-4] for the first level (and the second level) of the trigger system consist mainly of inclusive signatures. It is foreseen to accept a fraction of events with lower thresholds and it is possible to include specific signatures (esp. at the higher levels of the trigger system) combining different objects and thus allowing lowering of the corresponding thresholds. One important exception is the case of hard diffraction and the case of minimum-bias events, where dedicated triggers will have to be employed.
15.2 Knowledge of the proton structure

15.2.1 Global parton analyses and parton kinematics at the LHC

The calculation of the production cross-section at the LHC both for interesting physics processes and their backgrounds relies upon a knowledge of the distribution of the momentum fraction $x$ of the partons in the proton in the relevant kinematic range. These parton distribution functions (pdf’s) are determined by global fits (see [15-5] for a pedagogical overview) to data from deep-inelastic scattering (DIS), Drell-Yan (DY), jet and direct photon production at current energy ranges. Two major groups, CTEQ [15-6] and MRS [15-7], provide regular updates to the parton distributions when new data and/or theoretical developments become available.

Lepton-lepton, lepton-hadron and hadron-hadron interactions probe complementary aspects of perturbative QCD (pQCD). Lepton-lepton processes provide clean measurements of $\alpha_s(Q^2)$ and of the fragmentation functions of partons into hadrons. Measurements of deep-inelastic scattering structure functions ($F_2, F_3$) in lepton-hadron scattering and of lepton pair production cross-sections in hadron-hadron collisions provide the main source of information on quark distributions $q_a(x,Q^2)$ inside hadrons. At leading order, the gluon distribution function $g(x,Q^2)$ enters directly in hadron-hadron scattering processes with direct photon production and jet final states. Modern global parton distribution fits are carried out to next-to-leading order (NLO) which allows $q_a(x,Q^2)$, $g(x,Q^2)$ and the strong coupling $\alpha_s(Q^2)$ to all mix and contribute in the theoretical formulae for all processes. Nevertheless, the broad picture described above still holds to some degree in global pdf analyses. In pQCD, the gluon distribution is always accompanied by a factor of $\alpha_s$ in both hard scattering cross-sections and in the evolution equations for the parton distributions. Thus, the determination of $\alpha_s$ and the gluon distribution is, in general, a strongly coupled problem. One can determine $\alpha_s$ separately from $e^+e^-$ interactions or determine $\alpha_s$ and $g(x,Q^2)$ jointly in a global pdf analysis. In the latter case, though, the coupling of $\alpha_s$ and the gluon distribution may not lead to a unique solution for either (see e.g. in [15-8]).

Currently, the world average of $\alpha_s(M_Z)$ is of the order of 0.118 – 0.119 [15-9]. The average value from LEP is 0.121 while the DIS experiments prefer a somewhat smaller value (of the order of 0.116 – 0.117). Since global pdf analyses are dominated by the high statistics DIS data, they would favour the values of $\alpha_s$ closer to the lower DIS values. The more logical approach is to adopt the world average and concentrate on the determination of the pdf’s. This is what both CTEQ and MRS currently do. One can either quote a value of $\alpha_s(M_Z)$ or the value of $\Lambda_{QCD}$. For the latter case, however, the renormalisation scheme used together with the number of flavours has to be clearly specified. Usually the $\overline{MS}$ scheme is used. The specification of the number of flavours is important as the value of $\alpha_s$ has to be continuous across flavour thresholds. A range of $\alpha_s(M_Z)$ of 0.105 to 0.122 corresponds to the range of $100 < \Lambda_{QCD} < 280$ MeV for five flavours and to $155 < \Lambda_{QCD} < 395$ MeV for four flavours.

The data from DIS, DY, direct photon and jet processes utilised in pdf fits cover a wide range in $x$ and $Q$. The kinematic ‘map’ in the $(1/x,Q)$ plane of the data points used in a recent parton distribution function analysis is shown in Figure 15-1. The HERA data (H1 and ZEUS) are predominantly at low $x$, while the fixed target DIS and DY data are at higher $x$. There is considerable overlap, however, with the degree of overlap increasing with time as the statistics of the HERA experiments increases. The DGLAP equations [15-10] in pQCD describe the change of the parton distributions with $Q^2$. The NLO DGLAP equations should describe the data over the whole kinematic range shown in Figure 15-1. At very low $x$, however, the DGLAP evolution is believed to be no longer applicable and a BFKL [15-11] description must be used. No clear evi-
The evidence of BFKL physics is seen in the current range of data; thus all global analyses use conventional DGLAP evolution of the pdf’s. There is a remarkable consistency between the data in the pdf fits and the NLO QCD theory to fit these. Over 1300 data points are shown in Figure 15-1 and the $\chi^2$/DOF for the fit of theory to data is of the order of 1.

In Figure 15-2 the kinematics appropriate for the production of a state with mass $M$ and rapidity $y$ at the LHC is shown [15-12]. For example, to produce a state of mass 100 GeV at rapidity $y = 2$ requires partons of $x$ values 0.05 and 0.001 at a $Q^2$ value of $10^4$ GeV$^2$. The figure also shows another view of the kinematic coverage of the fixed target and the HERA experiments used in the pdf fits.

15.2.2 Properties and uncertainties of parton distribution functions

Figure 15-3 shows the parton distributions for the different quark flavours and the gluon as obtained from the CTEQ4M distribution [15-8] for a scale of $Q^2 = 20$ GeV$^2$. In Figure 15-4 the corresponding distributions are shown for a scale of $Q^2 = 10^4$ GeV$^2$. Clearly visible is the dominance of the gluon distribution for small parton momenta. In addition the violation of the flavour symmetry for $\bar{u}$ and $\bar{d}$ sea quarks can be seen.
Parton distribution determined at a given $x$ and $Q^2$ ‘feed-down’ to lower values of $x$ at higher values of $Q^2$. The accuracy of the extrapolation to higher $Q^2$ depends both on the accuracy of the original measurement and any uncertainty on $\alpha_s(Q^2)$. For the structure function $F_2$, the typical measurement uncertainty at medium to large $x$ is of the order of 3%. At high $Q^2$ (about $10^5$ GeV$^2$) there is an extrapolation uncertainty of 5% in $F_2$ due to the uncertainty in $\alpha_s$.

Global fits can also be performed using leading-order (LO) matrix elements, resulting in leading-order parton distribution functions. Such pdf’s are preferred when leading order matrix element calculations (such as in Monte Carlo programs like HERWIG [15-13] and PYTHIA [15-14]) are used. The differences between LO and NLO pdf’s, though, are formally NLO; thus the additional error introduced by using a NLO pdf should not be significant. A comparison of the LO and NLO gluon distribution is shown in Figure 15-7 for the CTEQ4 set, where the LO distribution is CTEQ4L and the NLO distribution is CTEQ4M. The differences get even smaller at larger $Q^2$ values.
Many of the comparisons in this document have been performed with the CTEQ2L pdf, a pdf that is on the order of five years old [15-15]. A comparison of the gluon distribution for CTEQ1L, CTEQ2L, CTEQ3L and CTEQ4L is shown in Figure 15-5. With increasing amounts of data included from HERA, the tendency has been for the low \( x \) pdf’s to increase. The relative increases are reduced at higher values of \( Q^2 \).
In addition to having the best estimate for the values of the pdf’s in a given kinematic range, it is also important to understand the allowed range of variation in the pdf’s, i.e. their uncertainties. The conventional method of estimating parton distribution uncertainties is to compare different published parton distributions. This is unreliable since most published sets of parton distributions (e.g. from CTEQ and MRS) adopt similar assumptions and the differences between the sets do not fully explore the uncertainties that actually exist. Ideally, one might hope to perform a full error analysis and provide an error correlation matrix for all the parton distributions (see e.g. [15-16]). This goal may be difficult to carry out for two reasons. Experimentally, only a subset of the experiments usually involved in the global analyses provide correlation information on their data sets in a way suitable for the analysis. Even more important, there is no established way of quantifying the theoretical uncertainties for the diverse physical processes that are used and uncertainties due to specific choices of parametrisations. Both of these are highly correlated.

As the LHC is essentially a gluon-gluon collider and many hadron collider signatures of physics both within and beyond the Standard Model involve gluons in the initial state, it is important to estimate the theoretical uncertainty due to the uncertainty in the gluon distribution. The momentum fraction carried by gluons is 42% with an accuracy of about 2% (at \( Q = 1.6 \text{ GeV} \) in the CTEQ4 analysis), determined from the quark momentum fraction using DIS data. This important constraint implies that if the gluon distribution increases in a certain \( x \) range, momentum conservation forces it to decrease in another \( x \) range. To estimate the uncertainty on the gluon distribution, an alternative approach has been carried out [15-17]: the (four) parameters of the gluon distribution (based on the CTEQ4 set) have been varied systematically in a global analysis and the resulting parton distributions have been compared to the DIS and Drell-Yan datasets making up the global analysis database. Only DIS and Drell-Yan datasets were used, as the experimental and theoretical uncertainties for these processes are under good control. Only those pdf’s that do not clearly contradict any of the (DIS and Drell-Yan) data sets in the global analysis database were kept. The variation of the gluon distribution obtained with this procedure is less than 15% (10%) for low \( Q \) (high \( Q \)), except for large values of \( x > 0.2 \) (and very small ones \( x < 10^{-4} \)). In addition Figure 15-8 shows the effect of uncertainties on the quark distribution for \( x > 0.5 \), as obtained from a toy model (more details can be found in [15-17]).

To assess the range of predictions on physics cross-sections for a hard scattering process, it is more important to know the uncertainties on the gluon-gluon and the gluon-quark luminosity functions in the appropriate kinematic region of \( \sqrt{s} = \sqrt{x_1 \cdot x_2} \). The relevant integrated parton-parton luminosity function is (in case of the gluon-gluon luminosity) defined as

\[
\frac{dL}{d\tau} = \int \frac{G(x, Q^2)G(x/\tau, Q^2)}{\tau} dx/x
\]

This quantity is directly proportional to the cross-section for the \( s \)-channel production of a single particle and it also gives a good estimate for more complicated production mechanisms. In Figure 15-8 the allowed range of quark-gluon luminosities (normalised to the CTEQ4M values) is shown for the variations discussed above (for LHC and for Tevatron). The scale \( Q^2 \) is taken as \( \tau s \), which naturally takes into account the \( Q^2 \) dependence of the gluon distribution as \( \tau \) changes. The quark distributions in this case are taken to have no uncertainty, which is a reasonable assumption since the uncertainty on the gluon distribution is much larger. Figure 15-9 shows the corresponding variations in the gluon-gluon luminosity (normalised again to the values of the CTEQ4M distribution). For values of \( \sqrt{s}/\tau < 0.1 \) the resulting variation in the gluon-gluon and
quark-gluon luminosity function is less than 10%, for values of $\sqrt{s}$ between 0.1 and 0.2 (0.2 and 0.3) the variation increases to 20% (30%) for the gluon-gluon luminosity and 10% (15%) for the quark-gluon luminosity.

15.2.3 Expected improvements before the LHC start-up

DGLAP-based pQCD calculations have been extremely successful in describing data in DIS, DY and jet production, as well as describing the evolution of parton distributions over a wide range in $x$ and $Q^2$ (for a recent review see e.g. [15-18]). From the pdf point-of-view, one of the current problems lies in the determination of the gluon density at high $x$. Fixed target direct photon cross-sections can serve as a primary probe of the gluon distribution at high $x$. However, rigorous theoretical treatment of soft gluon effects (requiring both $k_T$ and Sudakov resummation) will be required before the data can be used with confidence in pdf fits [15-19].

Differential di-jet data from the Tevatron explore a wider kinematic range than the inclusive jet cross-sections. Both CDF and D0 have di-jet cross-section measurements from Run I which may also serve to probe the high $x$ gluon distribution, in regions where new physics is not expected to contribute (i.e. at moderate $E_T$), but where any parton distribution shifts would be observable. The ability to perform such cross-checks is essential.

CDF and D0 will accumulate on the order of 2-4 fb⁻¹ in Run II (2000-2003), a factor of 20-40 greater than the current sample. This sample should allow for more detailed information on parton distributions to be extracted from direct photon and DY data, as well as from jet production. Run III (2003-2007) could offer a data sample potentially as large as 30 fb⁻¹.

The luminosity upgrade foreseen at HERA in the year 2000 [15-20] should deliver to the experiments a luminosity of about 150 pb⁻¹/year, allowing for an integrated luminosity of about 1 fb⁻¹ by 2005. This will allow an error of a few percent on the structure function $F_2$ for scales $Q^2$ up to $10^4$ GeV². The gluon density, derived from the scaling violations of $F_2$, should be known to an accuracy of less than 3% in the kinematic range $10^{-4} < x < 10^{-1}$.

15.2.4 The role of data from ATLAS

ATLAS measurements of DY (including W and Z), direct photon, jet and top production will be extremely useful in determining pdf’s relevant for the LHC. This data can be input to the global fitting programs, where it will serve to confirm/constrain the pdf’s in the kinematic range of the LHC. Again, DY production will provide information on the quark (and anti-quark) distributions while direct photon, jet and top production will provide, in addition, information on the gluon distribution. Also the precise measurement of beauty production could be used to provide constraints on the gluon, however, in this case the present discrepancy between the theoretical prediction and the data from the Tevatron (which are a factor of 2 or more larger than the prediction) has to be resolved.

Another possibility that has been suggested is to directly determine parton-parton luminosities (and not the parton distributions per se) by measuring well-known processes such as W/Z production [15-21]. This technique would not only determine the product of parton distributions in the relevant kinematic range but would also eliminate the difficult measurement of the proton-proton luminosity (see Chapter 13). It may be more pragmatic, though, to continue to separate
out the measurements of parton pdf’s (through global analyses which may contain LHC data) and of the proton-proton luminosity. The measurement of the latter quantity can be pegged to well-known cross-sections, such as that of the $W/Z$, as has been suggested for the Tevatron.

15.3 Properties of minimum-bias events

15.3.1 Importance of minimum-bias studies

Due to the high luminosity at the LHC, there will be up to an average of 25 inelastic collisions per bunch-crossing. The knowledge of the structure of these ‘minimum-bias’ events is of great importance for all physics studies to be carried out by ATLAS as well as a powerful diagnostic tool on the performance of the detector. Besides the properties of charged (and neutral) particle production, the understanding of jet structures with small transverse momentum (‘mini-jets’) is needed if vetoes on jet activity are to be used in physics analyses.

In this section, the selection of minimum-bias events is described (Section 15.3.2), followed by a brief overview of generators for minimum-bias events (Section 15.3.3) and a discussion of possible measurements (Section 15.3.4), including a comparison of the predictions by the different models.

15.3.2 Selection of minimum-bias events

In order to have an efficient detection of minimum-bias events, and to allow for a minimisation of uncertainties in the extrapolation due to the modelling of minimum-bias events, a very small acceptance loss is desirable. Given the angular acceptance in pseudorapidity of $|\eta| < 5$ in the ATLAS detector, the installation of additional detectors in the very forward region close to the beam-pipe is desirable. Possible locations along the beam-pipe outside of the ATLAS detector for such detectors can be found in Section 13.3.1, where also the acceptance for inelastic events as a function of the lower and upper limit on the pseudorapidity is described.

A trigger demanding signals in coincidence on both sides of the interaction region can select non-diffractive inelastic interactions with an acceptance loss of about 0.4%, if tagging is available in the region $3 < |\eta| < 7.5$. The acceptance of this coincidence for single-diffractive, double-diffractive and central diffractive events is smaller and leads to an overall acceptance for inelastic events of about 90%. A large part of the diffractive inelastic events can be recovered by requiring activity in at least one of the two sides of the interaction point, i.e. a single arm trigger. If these dedicated forward detectors would not be available at the trigger, a selection of minimum-bias events could also be obtained from a trigger on random bunch crossings, taking into account only those crossings, where both proton bunches are filled.

15.3.3 Modelling of minimum-bias events

There are several models available, which can generate minimum-bias events and have been tuned to existing data up to highest available energies from Tevatron. The following four models have been considered HERWIG [15-13], ISAJET [15-22], PYTHIA [15-14] (a short description of these three models can be found in Section 14.4) and PHOJET [15-23]. The last generator is a
combination of ideas from the Dual Parton Model [15-24] approach to hadronic interactions at high energies and aspects of perturbative QCD (following very closely the approach of DTUJET [15-25]). The aim is to provide an almost complete picture of hadron-hadron, photon-hadron and photon-photon interactions at high energies.

The different settings used for these generators are summarised and commented in [15-26]. In the case of ISAJET and HERWIG, only simple models for minimum-bias events are used, which are restricted to soft physics processes. They do not attempt to connect soft and hard process. In PYTHIA and PHOJET on the other hand, this connection is made. PHOJET uses the Dual Parton Model for particle production at low transverse momentum and leading order QCD matrix elements for large transverse momentum processes (including parton showers to approximate higher order corrections). PYTHIA uses the leading order QCD matrix elements with a very low \( p_T \) cutoff to model low \( p_T \) non-diffractive physics. Both PHOJET and PYTHIA include multiple interactions.

In the case of PYTHIA, two different approaches to handle the divergences in the matrix elements have been considered: a sharp cut-off (‘Model1’) and a smoothly varying cut-off (‘Model4’), corresponding to the value of the parameter MSTP(82) being equal to 1 or 4. The first setting significantly overestimates [15-26] the charged particle density as measured at the Tevatron (see below) and is not investigated further. In case of PYTHIA version 5.724, which is used in this document to model minimum-bias events (for more details see Section 2.3.2), the setting MSTP(82) = 4 is used together with the following two settings (as recommended): MSTP(2) = 2 (two loop expression for \( \alpha_s \) in the matrix element) and MSTP(33) = 3 (inclusion of the \( K \)-factor in the hard scattering cross-section), which is labelled as ‘PYTHIA 5.724 - ATLAS’ in the figures. The most recent version 6.122 of PYTHIA has been also used. One important change for the generation of minimum-bias events is the introduction of an energy dependence for the transverse momentum cut-off. For the setting MSTP(82) = 4 it is recommended for PYTHIA 6.122 not to change the default parameters (shown as ‘PYTHIA 6.122 - Model4’). As will be shown below, using the parameters MSTP(2) = 2 and MSTP(33) = 3 in PYTHIA 6.122 for MSTP(82) = 4 (labelled ‘PYTHIA 6.122 - A’) is not able to describe the Tevatron data. For illustration, the predictions with these settings will however be shown (more details can be found in [15-26]).

15.3.4 Measurements

15.3.4.1 Total cross-section

The determination of the total cross-section in a luminosity independent way requires the simultaneous measurement of the elastic and the inelastic scattering rate. Details of this method can be found in Section 13.3.1. One important uncertainty in this measurement is the precise knowledge of the acceptance for inelastic events (minimum-bias events, single and double diffractive dissociation events as well as central diffractive events) and any possible model dependence for the acceptance determination.
15.3.4.2 Charged particle spectra and energy flow

At the LHC, minimum-bias events will make up the 25 interactions per bunch-crossing at high luminosity. In order to understand precisely their contribution to the measured quantities for the hard scattering events of interest, a detailed knowledge of the structure of the minimum-bias events is required. These measurements can in turn be used to verify and tune the corresponding models.

The event selection could be based on a trigger on random bunch crossings or on the tagging of minimum-bias events by demanding a coincidence in the forward detectors to be possibly placed outside the acceptance of ATLAS. For non-inclusive measurements further selection criteria have to ensure that only a single interaction has taken place in the bunch-crossing (e.g. by demanding only one reconstructed vertex in the event). One important aspect is the effect of the strong solenoidal field in ATLAS, which will lead to a decrease in acceptance for low $p_T$ particles. Their detection could be improved by running in a special mode with the solenoidal field off, which should allow to measure the multiplicity as a function of pseudorapidity, without any measurement of the particle momenta.

In Figure 15-10 the charged particle density in minimum-bias events at Tevatron energies as a function of pseudorapidity (points, as measured by CDF [15-27]) and six model calculations (various curves). The PYTHIA 6.122-A model is shown for illustration only, as a non-recommended parameter setting was used.

In Figure 15-11 the transverse momentum spectrum of charged particles in minimum-bias events at Tevatron energies (points, as measured by CDF [15-28]) and six model calculations (various curves). For the HERWIG and ISAJET calculations, no hard scattering processes have been included.
JET) clearly fail to describe the large transverse momentum part of the cross-section. Were a matching scheme (similar to the ones used e.g. in PYTHIA) between the soft process and the hard processes be provided, they should be able to also describe the transverse momentum spectrum. In contrast, the data are well described by PHOJET and the various PYTHIA calculations.

These six models are then used to give predictions for the LHC. In Figure 15-12 the expected charged particle density is shown as a function of pseudorapidity, for six model predictions. The PYTHIA 6.122-A model is shown for illustration only, as a non-recommended parameter setting was used.

The predictions of HERWIG and ISAJET show very little dependence on the centre-of-mass energy in the average charged particle multiplicity. In the case of ISAJET the density is almost constant and for HERWIG it increases by about 1, similar is the case of PHOJET. The PYTHIA model predicts a larger increase in the charged particle multiplicity, going from about 4–5 at Tevatron energies to 8–9 at LHC energies (in the central region). The LHC predictions, shown over the full pseudorapidity range, show similar shapes for the different models (except for ISAJET and PYTHIA 5.724, which give a broader distribution). The largest charged particle density is predicted by the PYTHIA 6.122 calculation, using the ‘A’ settings. This is shown for illustration only, as the calculation overestimates already the Tevatron data. In case of the transverse momentum spectrum, the newest PYTHIA version predicts a slightly harder spectrum than the old version 5.724. Within the models presented, the calculation based on PYTHIA 5.724 with the ‘ATLAS’ settings appears to be a conservative estimate of the charged particle density in minimum-bias events.
Additional measurements could include the charged particle multiplicity as a function of the pseudorapidity, the scaled multiplicity distribution $\frac{n_{ch}}{\langle n_{ch} \rangle}$ and the study of correlations between different particles, as was done at the Tevatron [15-29]. A differentiation between types of charged particles might be possible using a $dE/dx$ measurement, as discussed in Section 3.4.4.

15.3.4.3 Jet structure and fragmentation functions at small transverse energy

The occurrence of jets with small transverse momenta (so called ‘mini-jets’) poses a challenge to QCD predictions. In order to study the transverse correlation between partons (see Section 15.5.6), jets with small transverse momentum have to be selected. At LHC energies, extrapolations predict that up to 50% of all inelastic events contain jets with transverse energies larger than 7 GeV. The understanding of the event structure in terms of jets with small transverse energy is important for the use of jet vetoing (see Section 9.1.3) or the identification of muons in the Tile calorimeter (see Section 5.3.3).

As the triggering of low energy jets in the LHC environment is an experimental challenge, the information obtained from a minimum-bias trigger at LVL1 (using either random bunch crossing or the information from additional dedicated detectors in the forward region) can be used to study the properties of these inelastic events not only in terms of particle production, but also in terms of jets with small transverse momenta and their properties. The higher level triggers of ATLAS could be used to provide an enriched sample of minimum-bias events with jet activity, by performing a jet reconstruction. Further studies are needed to quantify the reach in the minimum transverse energy to be accepted with such a selection scheme.

15.4 Measurements of hard diffractive scattering

15.4.1 Overview

In the 60s and 70s the Regge model provided a simple and efficient description of many measurements and phenomena in soft hadronic interactions. It was based on the principles of unitarity, analyticity and crossing symmetry. In addition to the Regge trajectories corresponding to the known mesons and baryons, an additional trajectory had to be introduced to describe deviations from a fall off of the total cross-section nucleon-nucleon scattering like $s^{-1/2}$ and latter also the unexpected rise of the total cross-section with energy, as first noticed from the ISR data. This trajectory was named the Pomeron trajectory. It carries the quantum numbers of the vacuum and thus can also be used to describe elastic scattering. Furthermore it also turned out to be a useful concept for the description of diffractive phenomena. Until recently there has been lack of interest in diffraction. The understanding of diffractive phenomena from first principles (i.e. from the Langrangian of QCD) is a ‘first class challenge’ to theory, which in the last few years has received revived attention due to the appearance of hard diffractive processes, i.e. diffractive processes in which a hard scatter takes place.

In terms of final state properties, diffractive events are characterised by the occurrence of rapidity gaps which are not exponentially suppressed with increasing gap size, as would be expected for gaps produced by fluctuations in the hadronisation of a non-diffractive event. Another characteristic property of the final state of single-diffractive (and central-diffractive) events is the appearance of a leading hadron, i.e. a hadron with a momentum close to the beam momentum (e.g.
This hadron scatters quasi-elastically and is (due to kinematics) separated from the diffractive final state $X$ by a distance $\Delta \eta$ in pseudorapidity. The value of $\Delta \eta$ depends on the centre-of-mass energy $\sqrt{s}$ and the invariant mass $M$ of the system $X$ through the relation: $\Delta \eta = \ln(s/M^2)$. At the LHC, typical values of $\Delta \eta$ are about 5.3 for $M = 1$ TeV and 9.9 for $M = 100$ GeV.

The name diffraction is related to the behaviour of the cross-section for these events as a function of the momentum transfer. An exponential fall-off with increasing momentum transfer is observed, reminiscent of the properties of the diffraction of light on a circular aperture. A further characteristic of diffractive processes is a slow dependence on the centre-of-mass energy.

The first indication for a partonic structure in diffractive processes (as suggested in [15-30]) has been obtained by the UA8 collaboration [15-31], studying single diffractive dissociation of protons and finding evidence for jets in the diffracted final state. This class of diffractive processes is called hard diffractive scattering, due to the presence of a hard (short distance) scale. Hard diffractive scattering is expected to be part of the inclusive hard scattering cross-section [15-32], and the measurement of jets, $W/Z$, direct photon and heavy flavour production has been suggested to provide information about the dynamics of the process. The UA8 data furthermore suggested that in part of the events almost the full Pomeron momentum participates in the hard scattering. This was named the ‘superhard Pomeron’.

The observation of deep-inelastic scattering (DIS) events at HERA with a rapidity gap revived interest in diffractive physics. This class of events was predicted by only a few people (e.g. in [15-30], [15-33] and [15-34]) and has now become a major part of the HERA physics programme [15-35]. One of the main motivations is to use deep-inelastic scattering as a probe of the colourless exchange governing diffractive scattering, which often appears under the name of the Pomeron. At HERA, typically about 10% of deep-inelastic scattering events can be attributed to a diffractive process.

The occurrence of hard scattering can be related to a partonic structure and a variety of measurements (production of jets, $W$ and $Z$ bosons and of Drell-Yan pairs [15-36] and the production of heavy flavours [15-32]) can be used in a similar way as in non-diffractive inelastic proton-proton interactions to provide constraints on parton densities. Given a set of derived parton distribution functions, a whole set of questions can be addressed: are these described by QCD evolution in the $Q^2$ dependence, is there agreement (universality of) between pdf’s extracted in different reactions (photon-Pomeron, proton-Pomeron or Pomeron-Pomeron), and are the pdf’s independent of the description of the coupling of the Pomeron to hadrons and so forth?

The inclusive single diffractive dissociation $pp \rightarrow pX$ is described by two variables: the (longitudinal) momentum fraction $\xi$ and the square $t$ of the momentum transfer at the vertex of the quasi-elastically scattered proton. The fraction $\xi$ is related to the momentum fraction $x_L$ of the scattered proton by $\xi = 1 - x_L$. Regge factorisation states the universality of the Pomeron trajectory (and other Regge trajectories) and assumes that only the coupling of the trajectory to a hadron depends on the nature of the hadron. This implies a decomposition of the inclusive cross-section for single diffractive dissociation into two factors: one describes the coupling of the Pomeron to the hadron (the flux factor), the second represents the inelastic cross-section between the Pomeron and the other hadron leading to the diffractive final state.
In Figure 15-14 a sketch of a single diffractive dissociation event is shown, containing a hard scattering process leading to the production of two jets. In the $\eta-\phi$ phase space, the diffracted final state contains the two jets and is separated by a rapidity gap from the scattered proton. A similar sketch is given in Figure 15-15 for central diffraction (double Pomeron exchange), where the diffracted system is separated by two gaps from the two scattered protons.

15.4.2 Existing studies of hard diffraction

Detailed measurements of diffractive DIS (inclusive cross-section and final state studies) at HERA [15-35] supported the partonic interpretation and found that the process is dominated by gluons. A further area of investigation at HERA is the production of vector mesons (like $\rho$, $\omega$, $\phi$, $J/\psi$) which allows studies of the transition between soft and hard processes due to several available scales (mass $M_{V^2}$ of the meson, photon virtuality $Q^2$, momentum transfer $t$ at the proton vertex) [15-38]. The HERA data are compatible with a factorisation of the measured diffractive cross-section into a flux factor and a term describing the partonic structure. However, it is necessary to invoke the contribution of non-leading trajectories besides the Pomeron to maintain the factorisation hypothesis. Assuming the validity of this approach, a structure function can be extracted, which exhibits clear scaling violations (different from those of a nucleon structure function, rather resembling those of a photon). The data indicate a dominance of the gluon distribution for all $Q^2$ [15-39]. These observations are supported by various measurements of final state properties in diffractive scattering at HERA, like topological variables, jet and heavy flavour production.

At the Tevatron, diffractive events in $p\bar{p}$ scattering were also observed by selecting events with a rapidity gap. Several classes were studied, including single diffractive dissociation with di-jet production [15-40], diffractive production of $W$ bosons, double Pomeron exchange [15-41] and events with a rapidity gap between two jets [15-42][15-43][15-44]. The fraction of diffractive events for a given process (relative to the inclusive cross-section for this process) amounts to about 1%. Comparing this number to the results from HERA indicates a different survival probability for an event with a rapidity gap. At the end of run I, CDF installed a Roman Pot spectrometer to select elastically scattered anti-protons. Recently CDF observed also the diffractive production of $J/\psi$ mesons and bottom quarks [15-45].

Measurements at the Tevatron of diffractive di-jet production and diffractive $W$ production indicate a substantial difference in the rate compared to the prediction obtained using a factorisable model (see below) and the parton distributions as determined from the HERA data. The measured cross-sections are about a factor of 3 - 10 smaller [15-46]. One possible explanation is the (expected) breakdown of the (hard diffractive) factorisation model (which has been proven [15-47] only for the case of a single hadron beam in the initial state) in the case of hadron-hadron interactions. An interpretation of this factorisation breakdown is that spectator effects imply ad-
ditional soft interactions, which no longer lead to the diffractive final state. This would for example imply a different survival probability for the rapidity gap. A similar study for the di-jet production in double Pomeron scattering [15-48] leads to a factor of 10-100 with respect to the expectation in case of factorisation.

Indications for a perturbative behaviour in diffractive processes have been obtained from elastic photoproduction of $J/\psi$ mesons in the reaction $\gamma p \to J/\psi p$ at HERA. The dependence on the photon-proton centre-of-mass energy $W_{\gamma p}$ due to exchange of a Regge trajectory is $d\sigma/dt = f(t)W^{2(2\alpha(t)-2)}$, where $\alpha(t)$ indicates the trajectory (e.g. the Pomeron trajectory as the leading one). Using HERA data to determine $\alpha(t)$, it was found [15-49] that the slope of the trajectory vanishes, i.e. there is no dependence on $t$. This behaviour not expected in the framework of the Regge model, where the diffraction peak (the sharp maximum of $d\sigma/dt$ for small $|t|$) ‘shrinks’ with increasing energy. Also in the measurement of single diffractive dissociation in $pp$ collisions it was observed [15-50] that the differential cross-section as a function of $x$ and $t$ can best be described with a Pomeron trajectory containing a quadratic term, indicating either the onset of a perturbative Pomeron or the occurrence of multiple Pomeron exchange.

15.4.3 Models for hard diffractive scattering

Diffractive hard scattering, i.e. a diffractive process where in addition a hard scale is present, can be modelled under the assumption of diffractive factorisation. In this case, the cross-section for the process $pp \to pX$, where $X$ contains a hard scattering, is given by the product of a diffractive parton distribution function, a parton distribution function for the proton and the hard scattering cross-section.

A relation to a partonic approach (similar to the quark parton model for the nucleons) has been proposed by several authors. One of the earliest ideas is due to Low [15-51] and Nussinov [15-52], who proposed as a QCD model for the Pomeron the exchange of a two gluon system in a colourless configuration. Bjorken and Kogut predicted the occurrence of hard diffractive processes in the context of the Aligned Jet Model [15-53] and the approach by Ingelman and Schlein [15-50] introduced the concept of parton densities for the Pomeron. The case of a ‘superhard Pomeron’ as mentioned above would imply in the partonic picture that one out of the two gluons carries almost the full momentum and the second gluon is a very soft one, which mainly neutralises the colour charge of the first one.

There are two places where factorisation might occur. Firstly, there is the so called Regge factorisation, which assumes that in a single diffractive process ($pp \to pX$) the vertex of the elastically scattered proton can be described independently of the reaction leading to the dissociative system. The proton-Pomeron vertex is described by a flux factor, depending only on the variables $\xi$ and $t$. The inelastic reaction of the Pomeron with the second proton leads then to the dissociative final state $X$. The third ingredient is the Pomeron propagator.

Secondly, there is the hard scattering factorisation, which has been proven to be valid in the case where there is only one hadron beam involved (e.g. diffractive deep-inelastic scattering)[15-47]. In this case, the hard scattering cross-section is similar to a standard hard scattering cross-section with one of the two parton distribution functions replaced by a diffractive parton density. This parton density gives the distribution of a parton in a hadron under the condition that the outgoing diffracted hadron is detected and allows a separation of soft and hard processes. These diffractive parton densities avoid the concept of a Pomeron flux and the notion of Pomer-
on parton densities (as done in the Ingelman-Schlein model [15-30]), they are furthermore valid for all values of $\xi$. In the case of the Ingelman-Schlein model this is only true for small enough values of $\xi$, where Pomeron exchange is expected to dominate.

Based on a model for diffractive deep-inelastic scattering [15-54] which does not refer to the notion of a Pomeron, a model of soft colour rearrangement for hadron-hadron collisions has been proposed [15-55]. The model [15-54] for diffractive DIS assumes that after a normal hard scattering of the virtual photon on a parton of the proton, in part of the events, the exchange of a soft gluon (without changes to the momentum configuration of the partons) leads to the creation of two colour neutral systems, which then hadronise independently. In the case of hadron-hadron collision a similar mechanism could lead to the production of rapidity gaps in the case of a hard scattering process.

For the studies done on hard single diffraction (Section 15.4.5) and on hard central diffraction (Section 15.4.6), the PHOJET Monte Carlo program [15-23] has been used. The modelling of hard diffractive scattering is based on the approach of diffractive hard scattering factorisation, where the Pomeron is treated as a ‘quasi-particle’ and is assigned parton densities. Three possible parametrisations have been used (where in the case of the first two the Pomeron contains only gluons): a ‘soft’ gluon distribution ($xg(x) \propto (1-x)^2$), a ‘hard’ gluon distribution ($xg(x) \propto x(1-x)$) and a distribution (’CKMT parametrisation’) containing both quarks and gluons in the Pomeron including the evolution according to the DGLAP equations. The hard scattering is described by leading order matrix elements, with parton showers added to approximate higher order corrections and hadronisation in the Lund String model. A comparison of the predictions of the PHOJET program to data obtained at the Tevatron can be found in [15-56].

15.4.4 Trigger and event selection

15.4.4.1 Rapidity gap signature

One of the possible ways to select diffractive scattering is to demand the presence of a rapidity gap in the final state, i.e. a region in phase space without particle production. The occurrence of such regions in ‘normal’ hard scattering events is expected to be suppressed strongly with growing size of the region in rapidity. In order to have good acceptance it is desirable to cover a large region in rapidity, going beyond the ATLAS acceptance of $|\eta| < 5$. An example for such detectors can be found in [15-57], where the TOTEM collaboration describes the integration of their inelastic detectors (covering the region $3 < |\eta| < 7$) into the environment of the CMS detector at interaction region IR5.

By tagging events only through the existence of a rapidity gap in the forward region (without observing the leading system), it cannot be completely excluded (due to the limited acceptance of the detector in the forward direction) that the unobserved leading system is, instead of a proton, a low mass proton excitation or a dissociative system of small mass. When a cross-section is measured, this contribution has to be estimated and subtracted. The acceptance for such forward going dissociative systems (as a function of their invariant mass) depends on the coverage in pseudo-rapidity in the forward direction. This acceptance can be obtained from a simulation of the detectors used for tagging and could be cross-checked (in case a leading-proton measurement is possible) using events with a measured scattered proton. The measurement of the proton momentum allows the determination of the mass of the forward-going system and with this the acceptance can be obtained from data.
15.4.4.2 Leading-proton detection

A very clean way of selecting single-diffractive events is the tagging and measurement of a leading proton, i.e. a quasi-elastically scattered proton with an energy close to the nominal beam energy. This can be achieved by placing position-sensitive detectors downstream of the interaction point close to the nominal beam trajectory. These detectors are usually put into so called ‘Roman Pots’ [15-58], in order to move them away from their nominal position during injection and tuning of the beam. The insertion of such detectors should not increase the background significantly. The detectors would also probably only be installed (or moved close to the beam) in the case of low-luminosity running. Further studies need to be performed to determine the impact of beam-halo interactions with the Roman Pots.

The momentum loss $\xi = \frac{\Delta p/p_0}{(1 - x_L)}$ of a proton can be obtained from a measurement of the displacement (transverse to the beam) away from the interaction point. The acceptance in $\xi$ is limited by the transverse beam size $\sigma_{beam}$ (this determines how close to the nominal beam position the detectors can be placed – usually up to $(10-20)\times\sigma_{beam}$) and the dispersion of the machine. The resolution in $\xi$ has a fundamental limit, which is the natural momentum spread of the beam, expected to be about $10^{-4}$ at the LHC. This limit can only be reached if several independent measurements are performed to determine the position and the angle of the proton at the interaction point. The use of a single measurement is limited by the width of the beam of scattered protons. A study [15-59][15-60] of the low $\beta$ insertions at the LHC showed that, at a distance of about 200 m from the interaction point, a minimal $\xi$ of $\xi_{min} = 0.01$ can be reached (the $\xi$ range for 80% acceptance is $0.01 < \xi < 0.09$). Going to distances larger than 300 m from the interaction point, gives a lower limit of $\xi_{min} = 2 \times 10^{-3}$ (80% acceptance for $0.002 < \xi < 0.015$). The acceptance in $\xi$ could be increased to smaller values of $\xi$ only for finite values of $t$.

A selection of leading protons by demanding $x_L > 0.9$ selects the kinematic region where Pomeron exchange is expected to dominate the diffractive process. This corresponds roughly to a demand for a rapidity gap of at least 4 units. The region of smaller $x_L$ values is of interest for the studies of non-leading trajectories. For the studies presented in the next sections, it is assumed that Roman Pots will be able to measure scattered protons with $x_L > 0.9$ and $0.01 \text{ GeV}^2 < |t| < 1 \text{ GeV}^2$ on both sides of ATLAS. Further studies need to be performed when a more detailed design of a possible Roman Pot system is available, to determine in more detail the acceptance and the resolution to be obtained. Given the large separation of the detectors from the ATLAS interaction point (about 200 m), it is not yet clear whether it is possible to include a trigger on track segments in the Roman Pots at the first level of the ATLAS trigger system, which has a maximum latency of 2.5 $\mu$s [15-61]. Although a large fraction of this latency would be used for the protons to arrive at the detectors and for the signals to be brought back to the trigger electronics, it may be possible to provide a fast decision and to distribute this to the front-end electronics. However, a detailed feasibility study has not yet been performed.

More details on the layout of the LHC interaction regions (IR1 and IR5) can be found in [15-57]. In the proposal for the measurement of the elastic and total cross-sections by the TOTEM collaboration a detailed description of the planned Roman Pot detectors for the interaction region IR5 (CMS) is given, which can be transferred identically to the ATLAS interaction region (IR1). For the measurement of elastic scattering, a station of two Roman Pots is foreseen in front of the dipole D2, measuring the transverse displacement. For elastic scattering, the acceptance in momentum transfer strongly depends on the value $\beta^*$ (being the value of the $\beta$ function at the interaction region). For the high-luminosity running mode ($\beta^* = 0.5$ m, corresponding to small transverse beam sizes) the minimal $|t|$ is about 200 GeV$^2$. At injection, a value of $\beta^* = 18$ m is foreseen, implying an acceptance in $|t|$ between 1 GeV$^2$ and 10 GeV$^2$, whereas for $\beta^* = 1100$ m a range of $0.02 \text{ GeV}^2 < |t| < 1.4 \text{ GeV}^2$ is covered. To measure protons from single-diffractive
scattering, a spectrometer consisting of up to three stations (each consisting of two Roman Pots) is proposed. The machine optics close to the interaction point (as viewed from the interaction point) are composed of the quadrupoles $Q_1 - Q_3$ (strong focusing triplet to achieve the small beam sizes), the bending dipoles $D_1$ and $D_2$ (to get the orbits into collision and separated back) and the quadrupoles $Q_4 - Q_7$ (to adapt the machine optics to the arcs). A figure of the arrangement of these magnets can be found in [15-57] (Figure 6). The first two locations are situated between the dipoles $D_1$ and $D_2$; the first before the neutral particle absorber (TAN), the second behind the TAN. The third possible location is found between the quadrupoles $Q_4$ and $Q_5$. For leading protons, e.g. from single diffractive scattering, the acceptance in $t$ extends to smaller values than listed above for the case of elastic scattering. A detailed study of the machine layout is needed to obtain the acceptance (as a function of $\xi$ and $t$) for the different values of $\beta^*$, as described above.

15.4.4.3 Final-state requirements

Given the large cross-sections for diffractive processes, even after taking into account the small acceptance for the detection of leading protons, it is obvious that for normal running conditions additional conditions on the final state have to be applied (in order to avoid prescaling). These will be done e.g. by requiring the presence of jets in the final state. The cut on the jet transverse energy will be lower than in the case of inclusive jet production in 'normal' QCD events. A possible requirement would be at least one (or two) jets together with either a leading-proton tag or a rapidity gap signature from the forward detectors (as mentioned in Section 15.3.2). Whether the first possibility would be available at the first trigger level, has to be determined (see Section 15.4.4.2). If this were not the case, a refinement of the gap selection at the higher levels of the trigger system would happen, where the Roman Pot information would be available. In any case, pre-scaled triggers using the Roman Pots and/or the inelastic detectors alone should be available, as also should be the case for diffractive triggers where the jet energy threshold is further lowered.

15.4.4.4 Background sources

The following sources of background to the production of diffractive events have to be considered: pile-up, in which a diffractive event without jet production and a non-diffractive event with jet production coincide. This would fake a signal for hard diffractive scattering and would occur dominantly in low-mass diffractive events. The simultaneous occurrence of a hard diffractive event and a minimum-bias event would be a real hard diffractive scattering, but could obscure the properties of the event (e.g. by filling the gap). A selection on a single interaction (by requiring only a single primary vertex be reconstructed) would remove most of these overlays. Also other physics processes with similar signatures such as events due to meson exchange or double diffractive dissociation, where a leading particle of one of the dissociated systems fulfils the selection criteria, will take place.

15.4.5 Single hard diffractive dissociation

The measurement of di-jet production in single diffractive dissociation by the CDF collaboration [15-62] used a sample of same-side ($\eta_1 \eta_2 > 0$) di-jet events with a minimum transverse energy of 20 GeV for each jet. Using the information on charged particles from the tracking detectors, on calorimeter towers and hits in the scintillators of the beam-beam counters, multi-
plicity distributions on the side opposite to the jet system were studied and a clear excess of events with zero multiplicity was observed. The fraction of di-jet events that are diffractive (normalised to the non-diffractive events) was determined to be \((0.75 \pm 0.05 \pm 0.09)\%\) [15-62]. A further study by CDF [15-40] used a sample of events at 630 GeV and at 1800 GeV, where a leading anti-proton \((0.04 < \xi < 0.095 \text{ and } |t| < 1 \text{ GeV}^2)\) has been measured. This allows tagging of colourless \(t\)-channel exchange in the kinematic region where Pomeron exchange should dominate. In both samples, large \(E_T\) jet pairs are observed, with a distribution of transverse energy similar (with a slightly steeper slope) to the one of jets in non-diffractive events.

The measurement of the longitudinal momentum \(x_L\) of the scattered proton gives the momentum fraction \(\xi\) of the proton momentum which is taken by the Pomeron: \(\xi = 1 - x_L = \frac{P_{beam}}{P_p}\). Reconstruction of the two jets in the final state system with transverse energies \(E_{T,1,2}\) and pseudorapidities \(\eta_{1,2}\) determines the momentum fraction \(\beta\) of the parton in the Pomeron participating in the hard scattering:

\[
\beta = \frac{E_{T,1}e^{-\eta_1} + E_{T,2}e^{-\eta_2}}{2\sqrt{\xi}P_{beam}}
\]

The shape of the \(\beta\) distribution gives information about the partonic structure of the Pomeron.

**Figure 15-16** Cross-section for di-jet production \((|\eta| < 3.2)\) as a function of the jet transverse energy for non-diffractive and single diffractive events, obtained from the PHOJET Monte Carlo model.

**Figure 15-17** Visible cross-section for di-jet production \((|\eta| < 3.2)\) as a function of the jet transverse energy for non-diffractive and single diffractive events, when the detection of a leading proton is required (as obtained from the PHOJET Monte Carlo model).

Triggering of events with a hard diffractive interaction requires low transverse energy thresholds for the jets, due to the small invariant mass of the diffractive system. In Figure 15-16 the expected cross-sections for di-jet production with \(E_T > 10\text{ GeV}\) and \(|\eta| < 3.2\) are shown as a function of the minimum transverse energy (more details are to be found in [15-63]). As expected, the non-diffractive contribution has a cross-section which is almost two orders of magnitude larger than the single diffractive contribution. The rate for a di-jet trigger with low energy threshold would completely saturate the bandwidth of the trigger system. It can however be reduced by demanding the detection of a leading proton, as shown in Figure 15-17. This figure
shows the visible cross-section for the production of two jets with the same cuts as for Figure 15-16, but with the tagging of a leading proton with $x_F > 0.9$ and $0.01 < |t| < 1\text{ GeV}^2$ also being required. The non-diffractive cross-section is now smaller by about one order of magnitude than the single diffractive cross-section, although the ratio will be model dependent and needs to be verified using different models for the beam fragmentation region of the non-diffractive events.

In Figure 15-18 the cross-section for single diffractive events (tagged with a leading proton) with at least two jets with $E_T > 10\text{ GeV}$ and $|\eta| < 3.2$ is shown as a function of the jet pseudorapidity. Three different assumptions on the partonic structure of the Pomeron are shown: the CKMT parametrisation (points), a ‘soft’ gluon (solid line) and a ‘hard’ gluon distribution (dashed line).

In Figure 15-19 the cross-section for single diffractive di-jet production as a function of the momentum fraction variable $\beta$. Three different assumptions on the partonic structure of the Pomeron are shown: the CKMT parametrisation (points), a ‘soft’ gluon (solid line) and a ‘hard’ gluon distribution (dashed line).

A further aspect of single diffractive dissociation is the production of a Higgs boson. The expected fraction of events with a Higgs boson being produced diffractively ranges between 10% and 25% (for $90 < m_H < 130\text{ GeV}$) [15-64] and 5% to 15% for a larger value of $m_H$ [15-65]. The size
of the rapidity gap expected is small and no significant improvement in the signal-to-background ratio is expected, for the Higgs decays to two photons and to two Z bosons in the intermediate Higgs mass range.

### 15.4.6 Double Pomeron exchange

Double Pomeron exchange at the LHC is expected to give rise to final states of much larger invariant mass (up to 700 GeV) than at the Tevatron (with about 90 GeV), assuming a selection by demanding two leading protons with $x_F > 0.95$. The production of events with di-jets due to double Pomeron exchange, as suggested in [15-66], has been observed at the Tevatron [15-41]. In comparison with single diffractive hard scattering, an advantage of double Pomeron exchange is that almost no effects from underlying events or soft colour exchange are expected. The survival probability for the gaps should therefore not be influenced by these effects, as it is the case for single diffractive hard scattering. Taking into account $q\bar{q}$ production only, a cross-section of 5 nb at Tevatron energies has been calculated [15-66]. Events corresponding to double Pomeron exchange have been observed at the Tevatron, a study [15-41] by the CDF collaboration started from a sample of events with a tagged leading anti-proton ($0.05 < \xi < 0.1$ and $|t| < 1 \text{GeV}^2$), which contained at least two jets with $E_T > 7 \text{GeV}$. A study of the multiplicities of calorimeter towers and hits in the beam-beam counter scintillators on the outgoing proton side gave an excess at zero multiplicity, indicating the presence of double Pomeron exchange. The transverse energy spectra of the jets resembles those of single diffractive and non-diffractive events, but are more back-to-back in azimuth. The observed number of events is significantly smaller than expected from HERA data, assuming factorisation. Good agreement [15-41] can be obtained by reducing the prediction by a factor of 0.18, the square of the factor found in single diffractive di-jet production.

The study of double Pomeron exchange at LHC energies can be done in an inclusive way by demanding the presence of a leading proton in both ‘Roman Pot’ detectors (together with or without some activity in the central detector) or by taking a sample where at least one leading proton together with jet activity in the central part of ATLAS is required. The latter selection resembles the single hard diffractive selection, a lower jet $E_T$ cut could be used by demanding in addition a rapidity gap opposite the leading proton.

Figure 15-20 shows the cross-section for central diffraction, resulting from Pomeron-Pomeron interactions, as a function of the invariant mass distribution of the final state. The solid line shows the cross-section without cuts on the outgoing protons, the dashed line has been obtained assuming that both protons are tagged with momenta corresponding to the values of $x_F > 0.9$ and $0.01 < |t| < 1 \text{GeV}^2$. As mentioned earlier, large invariant masses of the diffractive final state can be reached. This obviously implies the availability of the phase space for hard processes leading to the production of jets or electroweak bosons, which then can be used to probe the partonic structure. Requiring, in addition, the production of at least two jets with $E_T > 10 \text{GeV}$ and $|\eta| < 3.2$ (indicated by the points in Figure 15-20), reduces the cross-section significantly and restricts the accessible invariant mass range to masses above 100 GeV.

Figure 15-21 shows for the selection of central diffractive events using two tagged protons and at least two jets, the cross-section as a function of the jet pseudorapidity for three different assumptions on the partonic structure of the Pomeron. The points corresponds to CKMT parametrisation, the solid line is a parametrisation using gluons only with a soft momentum distribution, i.e. most gluons have a small momentum fraction. These two assumptions give a
similar shape and differ mainly in the visible cross-section. The third assumption, shown as the dotted line, contains a hard distribution of gluons and exhibits a much flatter dependence of the cross-section on pseudorapidity.

Besides providing additional tests of the flux renormalisation (checks of factorisation breaking) the study of jet production in double Pomeron exchange allows studies of the partonic structure in a similar way to the ones done in non-diffractive proton-proton collisions. Selecting leading protons on both sides with $x_F > 0.9$ corresponds to having effectively a Pomeron-Pomeron collider with a maximal centre-of-mass energy of 1400 GeV. Calculations for the cross-section of double Pomeron events with di-jet production \cite{15-67} indicate a cross-section between 0.05 and 0.3 nb for the kinematic range $0.002 < \xi_{1,2} < 0.03$, $|y_{\text{jet}}| < 1$ and $E_T^\text{jet} > 20$ GeV.

The production of Higgs bosons via vector boson fusion can also lead to final states containing two scattered protons together with jets at large rapidities (in case of $W$ and $Z$) and the Higgs decay products in the central gap region. As discussed in \cite{15-68}, the rapidity gap signature could be useful in improving the signal-to-background ratio. In double Pomeron scattering there is also the possibility to produce a Higgs boson in this reaction \cite{15-69}, leading to a final state with two quasi-elastically scattered protons and the decay products of the Higgs boson, separated by two gaps in rapidity from the protons, in contrast to the case of $WW \rightarrow H$ and $ZZ \rightarrow H$, where the protons are expected to scatter mainly incoherently.

About 1% of all events are predicted to be due to double Pomeron scattering \cite{15-70}. Estimates of the cross-section for the process $pp \rightarrow ppH$, where the Higgs is produced and both protons are scattered quasi-elastically, give values of 0.3 to 0.02 pb for Higgs masses between 100 GeV and 1 TeV. The calculation is based on lowest order QCD diagrams, higher order corrections are expected to increase the cross-section. Backgrounds are due to the production of heavy-quark
pairs via the same mechanism, and should mainly contribute for small Higgs masses. Another issue is the survival probability of the rapidity gap. Allowing for proton dissociation, and demanding a rapidity of at least 6 units within which the Higgs is produced, increases the cross-section by up to a factor of 10 [15-71].

The mass resolution (using the missing mass technique) expected when both protons are detected is dominated by the beam divergencies at the interaction point [15-72]. In the case of the Tevatron, the expected mass resolution is about 300 MeV (for $\xi = 0.05$ and $|t| < 1$ GeV$^2$). The advantage of this method would be to avoid the small branching ratio for the decay of a Higgs to two photons by using the decay mode to $b\bar{b}$, while possibly allowing for small transverse momentum thresholds for the $b\bar{b}$ reconstruction. A trigger could be built from a coincidence between tags for leading proton in the Roman Pot spectrometers on both sides of the ATLAS detector, this selection could be refined by final state requirements using the central detector.

**15.4.7 Colour-singlet exchange**

Jet production in hadron-hadron collisions mainly proceeds by the exchange of a quark or a gluon between two partons, leading to a flow of colour between the two partons that give rise to the observed jets. Between the two jets therefore the production of particles is expected. If the exchange is a Pomeron or an electroweak gauge boson ($W, Z$ or $\gamma^*$), a rapidity gap between the two jets is expected.

At Tevatron energies, the ratio of di-jet events with a gap to all di-jet events is expected to be of order 1% and probes the nature of the colourless exchange by studying the properties of the produced di-jet system. Different models for the colourless exchange predict different dependencies of the ratio on the size of the central gap and on the $E_T$ of the jets. In case of electroweak exchange, the fraction is expected to be about $10^{-4}$.

The production of events with a central rapidity gap (defined by measuring the multiplicity of calorimeter towers and charged particle tracks) between two jets has been observed at the Tevatron both by CDF [15-43][15-44] and D0 [15-42]. The measurement by D0 requires two jets of at least 30 GeV transverse energy. The colour singlet fraction determined from the data is $(0.94\pm0.04\pm0.12)\%$ [15-42]. This fraction is found to increase with increasing values either of the minimum $E_T$ for the jets or the separation $\Delta\eta$ in rapidity of the two jets. This dependence can be used to discriminate between different models for the colour singlet exchange. The present D0 data disfavour a model based on two-gluon exchange, and favour a model using soft colour rearrangement. In contrast to the D0 data, the CDF collaboration does not find a significant dependence of the colour singlet fraction on $E_T$ or $\Delta\eta$. The measurement [15-43] requires two opposite side jets with $E_T > 20$ GeV and $1.8 < |\eta_{\text{jet}}| < 3.5$. The colour singlet fraction amounts to $(1.13\pm0.12\pm0.11)\%$. A trigger for ATLAS could be based on the energy deposition in the forward calorimeters, which cover the range $3 < |\eta| < 5$. More details on such a trigger are given in Section 15.5.4.3, in the context of the study of BFKL signatures in di-jet production at large angular separation. The final event selection for studies of colour singlet exchange would - in contrast to the BFKL selection - require a gap in the central rapidity region.
15.4.8 Diffractive W and Z production

As in the case of inclusive W (and Z) production (see Section 15.7.3) for inelastic proton-proton scattering, the diffractive production of W (and Z) bosons constrains parton densities in single diffractive dissociation, as discussed in [15-73]. At the LHC it is not possible to make use of the correlation between the W charge *(i.e. the charge of the decay lepton)* and the out-going proton (anti-proton), as it was done in the measurement by CDF [15-74]. In this measurement, CDF observed that a fraction of $R_W = 1.15 \pm 0.55 \%$ of all events with a W boson are of diffractive nature (under the assumption of a hard partonic structure of the Pomeron with quarks and gluons).

The production of diffractive di-jets is expected to be dominated by gluons, whereas the diffractive W production is dominated by quarks. The relative contribution of quarks and gluons can thus be constrained by a combination of both measurements. Results from the TEVATRON obtained by CDF [15-62] indicate a gluon fraction $f_g = 0.7 \pm 0.2$. This is compatible with the results obtained at HERA ($0.3 < f_g < 0.8$ obtained by the ZEUS collaboration, combining a measurement of the diffractive structure function $F_2^D$ and of diffractive di-jet photoproduction [15-75]).

The fraction of the momentum of the Pomeron carried by partons was determined to be $D = 0.18 \pm 0.04$, which reflects the fact that the observed cross-section is smaller than the one expected from the HERA data, assuming hard scattering factorisation. This indicates a breakdown of factorisation.

At ATLAS, the experimental selection of diffractive W and Z boson production could be based on the inclusive lepton triggers for inclusive vector boson production, as described in Section 15.7.3 and Section 15.7.4. The analysis of these events would then require a rapidity gap signature. Smaller transverse momenta could be accessed with prescaled triggers or by including in the trigger requirements for the selection of a leading proton or a rapidity gap in the forward direction, if the information from these dedicated detectors became available.

15.4.9 Diffractive heavy flavour production

Another tool to get information on the parton content in diffractive processes is the study of heavy flavour production [15-76]. A calculation of the cross-section for single $(pp \rightarrow p + Q\bar{Q} + X)$ and double diffractive $(pp \rightarrow p + Q\bar{Q} + X + p)$ heavy quark production [15-77] at an centre-of-mass energy of 10 TeV lead to the following predictions, which should increase slightly for LHC energies:

- charm production:
  - $\sigma_{\text{single diffractive}} = 2 - 4 \mu b \ (20 - 40\%)$,
  - $\sigma_{\text{double diffractive}} = 40 - 65 \text{ nb} \ (0.4 - 0.7\%)$

- bottom production:
  - $\sigma_{\text{single diffractive}} = 0.5 - 1 \mu b \ (15 - 40\%)$,
  - $\sigma_{\text{double diffractive}} = 6 - 15 \text{ nb} \ (0.2 - 0.5\%)$

- top production:
  - $\sigma_{\text{single diffractive}} = 1 - 5 \text{ pb} \ (0.3 - 2\%)$,
  - $\sigma_{\text{double diffractive}} < 10 \text{ fb} \ (< 6 \times 10^{-3})$

where the numbers in brackets denote the fraction of the diffractive process with respect to the total cross-section. In the calculation, three models for the Pomeron parton distributions have been used, which differ in the parton content at the starting scale of the parametrisation (using quarks only, quarks and gluon and mainly hard gluons).
The detection of diffractive charm production could use the signature of a semi-leptonic decays or the reconstruction of charmed mesons (like $D^{*+}$). Especially for the latter case, feasibility studies have to be performed. In the case of $b$ quark production inclusive signatures (muon production) or the tagging of $b$-jets could be studied. At the Tevatron, the CDF collaboration has observed the diffractive production of $b$ quarks as well as the diffractive production of $J/\psi$ mesons [15-45].

A detailed study of the diffractive production of $b$ quarks at the LHC and their properties has been performed in [15-60]. The cross-section for diffractive masses $M_{\text{diff}}$ between 1.4 and 4.4 TeV amounts to 7.1 $\mu$b, the one for $0.44 < M_{\text{diff}} < 1.4$ TeV to 3.3 $\mu$b and for $140 < M_{\text{diff}} < 440$ GeV to 1.2 $\mu$b. The fraction of events with $b$ quark production to the total diffractive cross-section varies between $3 \times 10^{-3}$ ($M_{\text{diff}} = 140$ GeV) and $6 \times 10^{-3}$ ($M_{\text{diff}} = 4.4$ TeV). The average pseudorapidity of beauty particles depends on the diffractive mass, but shows also sensitivity to parton distributions of the Pomeron. For a hard (soft) gluon distribution in the Pomeron, the average pseudorapidity of the beauty particles changes from -4 (-5) at $M_{\text{diff}} = 140$ GeV to 3.5 (0.5) at $M_{\text{diff}} = 4.4$ TeV when the leading proton is at positive pseudo-rapidity. For the acceptance of the Inner Detector of $|\eta| < 2.5$ a value of the diffractive mass between 700 and 4 TeV is expected.

The ratio of the diffractive charm production to the diffractive beauty production ranges from a factor of about 15 at $M_{\text{diff}} = 140$ GeV to about 50 at $M_{\text{diff}} = 4.4$ TeV.

As in the case of diffractive vector boson production, a sample of diffractive heavy flavour production could be obtained from the triggers for $b$ production (as mentioned in Section 15.8.3). For the case of diffractive charm production, the first level trigger would have to start with a rapidity gap signature or a leading proton candidate. Next the higher trigger levels could try to reconstruct final state signatures indicating the presence of open charm.

### 15.4.10 Summary on hard diffractive scattering

The increase of centre-of-mass energy from the Tevatron to the LHC could allow for more precise studies of hard diffractive scattering, and further understanding of the transition between perturbative and non-perturbative QCD. The advantage of the LHC is in the production of diffractive final states with larger masses, allowing the probing of partonic structure with a variety of different processes. A selection of events with two leading protons (or rapidity gaps on both sides of the detector) transforms the proton-proton collider into a Pomeron-Pomeron collider (with variable beam energy), where the maximal centre-of-mass energy ranges between the one of the $pp$S and the Tevatron collider.

Many open questions need to be addressed in further studies. This especially concerns the experimental selection of diffractive events, either using a leading proton signature or the presence of a rapidity gap. In the first case, the kinematic reach for the low $\beta^*$ configuration of the interaction region needs to be determined, assuming the positions of the Roman Pot detectors as described in [15-57]. The reconstruction of the hard scattering in the central detector has to be studied for lower thresholds on transverse energy and momenta than in the case of proton-proton collisions, to take into account the effectively smaller centre-of-mass energy.
15.5 Jet physics

15.5.1 Overview

At hadron colliders, the most prominent signature for a hard scattering process to take place is the production of particles with a large total transverse momentum, i.e. the jets. The measurement of jets allows to draw conclusions about the hard scattering process. To do so one has to take into account the evolution of the partonic system from the hard scattering to the observed set of hadrons. This evolution includes parton showering (the creation of additional partons, typically with decreasing transverse momenta), the fragmentation (of coloured partons to the colourless hadrons), short lived particle decays and the effects of the underlying event as well as the ones of multiple interactions in a single bunch crossing.

In this section, several observables for jet production will be discussed: inclusive jet cross-section (Section 15.5.2), inclusive di-jet production (Section 15.5.4) and multi-jet production (Section 15.5.5). Further topics include aspects of jet fragmentation (Section 15.5.3) and the measurement of multiple parton scattering (Section 15.5.6).

15.5.2 Inclusive jet cross-section

15.5.2.1 Results from the Tevatron

The recent measurement of the inclusive jet cross-section by the CDF collaboration [15-78] up to transverse energies of 450 GeV showed an excess over the theoretical expectation from a NLO calculation at large transverse energies (> 250 GeV). This excess could be interpreted as a sign of new physics. However it could also be due to a lack of understanding of the underlying QCD process (e.g. the parton distributions in the proton). The CTEQ4 and CTEQ5 pdf fits have included the inclusive jet data both from CDF and D0 [15-79]. The high \(E_T\) jet data have little statistical weight, however, and the CDF excess remains when comparing to predictions using these pdf’s. In the CTEQ4HJ fit, the high \(E_T\) jet data from CDF were given an enhanced weight. Using this distribution, the discrepancy between theory and data is reduced, but still present. The increase in the predicted cross-section comes about because of an increase in the gluon distribution at high \(x\) (a factor of two at \(x = 0.5\)). A similar measurement by the D0 collaboration [15-79] showed good agreement of the NLO calculation with the D0 data up to transverse energies of 450 GeV. The best agreement with the D0 data, however, is obtained with the CTEQ4HJ (and CTEQ5HJ) pdf’s. A comparison of the data from the two experiments yields a 42% probability [15-80] that they are compatible, when taking into account the systematic errors and their correlations.

A further test of QCD can be performed by comparing the inclusive jet cross-sections for different centre-of-mass energies. This is best done by determining the ratio of the cross-sections from the data at 630 GeV and at 1800 GeV, and studying the ratio as a function of \(x_T\) where \(x_T\) is the scaled transverse momentum of the jet: \(x_T = \frac{\sqrt{s}}{2p_T}\). The ratio is less sensitive to experimental and theoretical uncertainties, its value is determined by the evolution of parton densities, the amount of gluon emission and the running of the strong coupling constant. For values of \(x_T > 0.1\), the CDF and D0 measurements agree; at lower \(x_T\) some differences are present [15-80]. The theoretical expectation (based on NLO QCD) for the ratio is larger than the measured one, with a significance of about 3\(\sigma\).
15.5.2.2 Experimental selection

The selection of inclusive jet production will be based on an inclusive jet trigger (at LVL1, for more details see Section 11.3.2) with a threshold of 180 GeV at low luminosity (290 GeV at high luminosity), where the jets have to be within $|\eta| < 3.2$. To cover a wider range in jet transverse energy (towards lower values), prescaled triggers will be used. At the higher levels of the ATLAS trigger and in the analysis, different jet algorithms can be applied. In the following a ‘simple’ cone algorithm [15-81] is assumed. Future studies have to show the advantages of using a recombination algorithm, like e.g. the $k_T$ algorithm [15-82].

The details of the jet algorithm used in an individual analysis may depend on whether the jets are used for precision QCD comparisons and measurements or for jet spectroscopy. In leading-order predictions, each theoretical jet consists of a single parton. To completely reconstruct final states (for $t\bar{t} \rightarrow$ jets) one wants to correct the experimental jet 4-vector back to the parton value. At NLO, a jet can consist of two partons and for the first time structure can be explored. One does not want to correct for the energy ‘out-of-cone’ since this is at least partially described by the NLO calculation. The NLO calculation for three jet production has been recently completed. In this calculation [15-83], there are up to three partons in a jet, presumably allowing for a more detailed probe of the jet structure. It includes the one loop corrections to the $2 \rightarrow 3$ diagrams and the real emission in the $2 \rightarrow 4$ process. A NNLO calculation for the inclusive jet cross-section is still some time in the future since it involves the very difficult calculation of two-loop corrections. At NLO and beyond, the details of the jet algorithm become important, in particular if the calculations are to remain infrared safe.

15.5.2.3 Experimental uncertainties

One important aspect in all jet studies is the relation between the jet transverse energy measured in the detector and the ‘true’ transverse energy of the parton in the hard scattering process. The measured energy can differ from the ‘true’ one due to the following experimental effects (more details e.g. on the jet energy scale determination can be found in Section 12.5.1), not including theoretical uncertainties:

- the calorimeter response: deviation from uniform response over the acceptance (due to dead material, gaps and intercalibration errors), non-linearities in the response to low and high $p_T$ particles, the knowledge of the $e/\pi$ ratio and the $p_T$ dependence of the jet particle content;
- the effect of the magnetic field in providing a $p_T$ cut-off for particles to reach the calorimeter;
- the effect of the underlying event (in the same interaction as the hard scattering) and/or the contribution of other interactions in the same bunch-crossing;
- the production of neutrinos and muons inside a jet, which lead to a smaller energy deposition in the calorimeter;
- the finite size of the jet reconstruction volume, leading to a loss of energy not being attributed to the jet or to fluctuations of particles from other jets into the volume. This is only a problem if it is not modelled correctly by the NLO calculation.

All these effects lead to a smearing and shift of the jet energy. The correction for these effects has to be determined and be applied. The correction leads to the following sources of systematic uncertainties, which need to be quantified:
• knowledge of the jet energy scale of the calorimeters;
• knowledge of the energy resolution for jets;
• knowledge of the linearity of the calorimeter response (low and high $p_T$);
• understanding of the calorimeter response to hadrons, electrons and photons;
• knowledge of the jet trigger efficiency;
• knowledge of the luminosity for the overall normalisation.

The expected statistics at large jet $E_T$ values implies a desirable control of the systematic uncertainties to a precision of less than 1% for energies below 1 TeV and to about 10% for transverse energies of about 3 TeV. The strategy for the determination of the jet energy scale is discussed in Section 12.5.1.

15.5.2.4 Theoretical uncertainties

The inclusive jet cross-section is calculated at next-to-leading order [15-84], this includes the one loop corrections to the tree level diagram of the $2 \to 2$ process and the real emission diagram in the $2 \to 3$ process. Due to the possible appearance of more than two partons in the final state, a jet algorithm has to be applied in the case of a NLO calculation. Comparison of a simple cone algorithm for the NLO partons with the experimental jet definition showed that the latter fails to merge sub-jets which are rather far separated. To cure this problem, an additional parameter was introduced in the jet definition at parton level: $R_{\text{sep}}$. Two partons are not joined in a single jet if their distance in $\eta-\phi$ space is larger than $R_{\text{sep}} \times R$, where $R$ is the radius used for the cone definition. A value of $R_{\text{sep}}$ of 1.3 approximately mimics the CDF and D0 experimental jet analyses. The knowledge of the theoretical prediction of the inclusive jet cross-section at NLO depends on the following uncertainties:

• renormalisation and factorisation scale dependence, where usually both scales are taken to be identical and only the common variation is investigated;
• jet definition for the NLO calculation (e.g. the $R_{\text{sep}}$ parameter);
• knowledge of the parton distribution functions;
• the value of the strong coupling constant;
• uncertainties in the parton shower modelling;
• the impact of non-perturbative hadronisation effects, which are expected to be power suppressed ($1/Q$);
• modelling of the underlying event and modelling of minimum-bias events (pile-up due to multiple interactions per bunch-crossing).

The largest theoretical uncertainty in the prediction for the Tevatron jet cross-section comes at high $E_T$ and is due to the uncertainty in the gluon distribution at high $x$. The next important uncertainty is due to the renormalisation scale dependence (as discussed in [15-85]), which does not show a strong $E_T$ dependence.
15.5.2.5 Expected cross-section

The following results have been obtained using the ATLFAST simulation (see Section 2.5) of the ATLAS detector response and a leading order QCD calculation (PYTHIA [15-14]) of jet production, based on the CTEQ2L parton distribution [15-15]. Four samples with increasing cuts on the minimum transverse momentum of the hard scattering matrix element ($p_T > 180, 500, 1000$ and $1380$ GeV) have been generated, including the effects of initial and final state interactions, and of multiple parton scattering. This procedure has been chosen to produce a reasonable number of simulated events for large transverse momenta. However, threshold effects which lead to a distortion of the spectrum could not be avoided completely. The pile-up contribution to the energy resolution due to minimum-bias events was taken into account. The detector response has been unfolded from the result of the simulation to a cross-section at the hadron level. In addition, a pseudo $K$-factor (obtained from the JETRAD NLO result [15-84] and the PYTHIA LO result) was included to the unfolded cross-section, where details are described in [15-86]. Jets were defined using a cone algorithm with a cone size of $R = 0.8$. This value of 0.8 was obtained as a result of an optimisation procedure to achieve a compromise between out-of-cone losses and contamination from sources not related to the jet, e.g. from the underlying event, other jets or initial state radiation. More details on this optimisation can be found in [15-86].

![Figure 15-22](image1.png) **Figure 15-22** Inclusive jet cross-section (at hadron level) for different ranges of the jet pseudorapidity obtained from a PYTHIA calculation (points) and from a NLO Monte Carlo calculation (solid line).

![Figure 15-23](image2.png) **Figure 15-23** The ratio of the inclusive jet cross-section from PYTHIA (including a pseudo $K$-factor) to the one at NLO from the JETRAD calculation (including a hadronisation correction) is shown as points. Also shown is the relative difference to the NLO calculation for a variation of $\Lambda_{QCD}$ and for different pdf's (the various curves).

In Figure 15-22 the inclusive jet cross-section is shown as a function of the transverse energy of the jet for three different bins in $\eta$: $0 < |\eta| < 1$, $1 < |\eta| < 2$ and $2 < |\eta| < 3$. The statistical error of the simulated events corresponds (for high $E_T$ values) to the one expected for an integrated luminosity of $300$ fb$^{-1}$. At small $E_T$ values the statistical error is negligible. The expected statistics for an integrated luminosity of $30 fb^{-1}$ amounts to $4 \times 10^5$ events with $E_T^{jet} > 1$ TeV, $3000$ events for $E_T^{jet} > 2$ TeV and about $40$ events with $E_T^{jet} > 3$ TeV. Also shown in the figure is the...
prediction of a NLO calculation (JETRAD) [15-84], using the CTEQ4M parton distribution set. This calculation of inclusive jet production at the parton level has been corrected for hadronisation effects, details are discussed in [15-86].

In Figure 15-23 the normalised difference of the simulated data to the NLO calculation is shown, as obtained from the CTEQ4M distribution and setting $\Lambda_{\text{QCD}}$ (for five flavours) to a value of 300 MeV. This figure shows clearly the threshold effects that appear for transverse energies close to the matrix element cut-off $\hat{p}_T$. Further sources which could lead to a distortion of the spectrum are the parametrisation of the pseudo K-factor used to correct the PYTHIA cross-section and the hadronisation correction applied to the JETRAD calculation. The other curves indicate the relative difference between this reference NLO calculation and NLO calculations using different values for $\Lambda_{\text{QCD}}$ (215 and 401 MeV) as well as using two other parton distribution functions (MRSA [15-87] and GRV94 [15-88]). The largest effect is observed when the CTEQ4HJ parton distribution is used. Based on the expected statistical accuracy in the region between 1 TeV and 2 TeV of transverse energy, the data should allow distinguishing between current distributions, like CTEQ4HJ and CTEQ4M. More studies are needed, however, to assess the expected systematic uncertainties.

### 15.5.2.6 Determination of $\alpha_s$

An investigation has been carried out [15-89] as to whether it is possible to determine $\alpha_s$ and parton distribution functions from the collider data alone, without input from other experiments. As processes initiated by gluons play an important role and a strong correlation between $\alpha_s$ and the gluon distribution is expected, this probably excludes an independent determination of either quantity.

An extraction of the strong coupling constant $\alpha_s$ will not be able to compete with the precision measurements available from $e^+e^-$ annihilation and deep-inelastic scattering. However the scale dependence of $\alpha_s$ could be determined in a single experiment (even a single process) over a large range in scale, including the highest achievable values of several TeV. This verification of the running of $\alpha_s$ implies a check of QCD at the smallest distance scales. As the running ‘slows down’ at large scales, this task is made more difficult. For a value of $\alpha_s = 0.118$ at 100 GeV the corresponding value at 4 TeV is about 0.075. A further possibility for an $\alpha_s$ determination is the production of multi-jets, as mentioned in Section 15.5.5. In the following, a possible procedure for a determination of $\alpha_s$ based on the inclusive or the triple differential jet cross-section is described. More studies are needed to arrive at quantitative conclusions about the potential accuracy.

The determination of $\alpha_s$ is based on the assumption, that the data can be described by perturbation theory with only small corrections for non-perturbative effects. The differential cross-section for inclusive jet production at next-to-leading order is the sum of two terms:

$$\frac{d\sigma}{dE_T} \sim \alpha_s^2 (\mu_R) A(E_T) + \alpha_s^3 (\mu_R) B(E_T)$$

where the functions $A$ and $B$ are calculated using parton distribution functions [15-89]. Fitting this expression to the measured inclusive cross-section gives for each $E_T$ bin a value of $\alpha_s(E_T)$, which should show the running of the coupling constant. These values can then be evolved to the value of the coupling constant at the $M_Z$ scale. The calculation of the functions $A$ and $B$ actually involves an assumption on the strong coupling constant, as global fits of parton densities are made for a certain value of $\alpha_s$. To overcome this coupling between parton densities (espe-
cially the gluon density) and the strong coupling constant, a multi-step approach has been proposed in [15-89]. Firstly, parton distribution functions and the associated $\alpha_s$ value should be used to compare theory with data and to put constraints on the parton densities. In the next step, a particular set of parton distribution functions should be assumed as being correct and the strong coupling constant be extracted simultaneously for scales between several tens of GeV and several TeV (at the LHC). The third step would be a simultaneous determination of the strong coupling constant and the parton distribution functions from the triple differential di-jet cross-section. This step could be divided into two smaller levels: firstly, the quark distributions would be assumed as correct from the deep-inelastic scattering data and the gluon distribution would be determined. Secondly, information from other processes (like $W/Z +$ jet production) would be included to also determine the quark distributions from the hadron collider data alone.

15.5.3 Jet shape and fragmentation

The definition of jets depends on their internal structure. Thus, it is important to provide direct measurements of it. The measurements will include the study of the jet shape, defined as the fraction of energy inside a cone of radius $r$ ($r < R$) with respect to the cone of size $R$ defining the jet. Existing measurements show broader jets at the Tevatron [15-90] than predicted by the HER-WIG model. A comparison of the jet shape as a function of the jet transverse energy and the pseudorapidity of the jet with a next-to-leading order calculation [15-91] finds good agreement between the data and the calculation, provided that in the calculation the $R_{sep}$ parameter determining the merging of partons is varied with the transverse energy and the pseudorapidity of the jets to take into account effects of jet broadening. Such a flexibility allows for few definite predictions. Furthermore similarities between the jet shapes in low $Q^2$ electron proton interactions and $p\bar{p}$ collisions were found. Jets do get narrower with increasing $E_T$ and for a fixed value of $E_T$, jets are narrower in the forward region with respect to the central region.

When a $k_T$ algorithm [15-82] is used to define a jet, sub-jets can be defined and their multiplicity being studied as a function of a resolution parameter as discussed in [15-92]. Recently, the NLO 3-jet calculation has been completed [15-83], which involves the 1-loop correction to the 3-jet cross-section. With up to four partons in the final state (and up to three in an individual jet), a more quantitative comparison with the experimentally measured shape of a jet is possible.

The measurement of charged particles in the Inner Detector will allow measurement of fragmentation functions. Since differences in the fragmentation function are expected for gluon and quark jets, the tagging of quark and gluon jets could provide additional information. Studies have to be performed to indicate the range in $E_T$ where an efficient tagging is possible. From the fragmentation functions obtained, the information on scaling violations might lead to a determination of the strong coupling constant. An important application of a measurement of the fragmentation functions to charged particles for jets is the determination of the jet energy scale. The CDF collaboration uses this measurement to model the response of the calorimeter to jets in their determination of the energy scale [15-93]. An example for the measurement of charged particles inside jets is described in Section 3.5.2, using jets from the decay of a Higgs boson to $q\bar{q}$ and searching for tracks with $p_T > 1$ GeV. Track reconstruction efficiencies of about 90% are obtained, together with a small probability of less than 0.4% for fake tracks.
15.5.4 Di-jet production

15.5.4.1 Triple differential cross-section

The measurement of the di-jet differential cross-section \([15-94]\) for different values of the minimal \(E_T\) for both jets and of the two jet pseudorapidities \(\eta_{1,2}\) allows selection of various kinematic regions in \(Q^2\) and the parton momenta. At leading order, the parton momenta \(x_{1,2}\) are then given by:

\[
x_{1,2} = \frac{E_T}{\sqrt{s}} (e^{\pm \eta_1} + e^{\pm \eta_2})
\]

Here the transverse energy of the leading jet is \(E_T\) and the pseudorapidities of the jets are given by \(\eta_{1,2}\).

This relation expands to

\[
x_{1,2} = \frac{1}{\sqrt{s}} \sum_{jets} E_{T,jet} e^{\pm \eta_{jet}}
\]

for the case of NLO when more than two partons are produced. Their energies are assumed to be ordered in decreasing \(E_T\). Theoretically it might be preferable \([15-95]\) to measure the cross-section for di-jet production as function of the following three variables, \(\eta^* = 0.5 \times |\eta_1 - \eta_2|\), and the two momentum fractions \(X_{\hat{A}, \hat{B}} = \sum (E_{T,jet}/\sqrt{s}) e^{\pm \eta_{jet}}\), depending on the transverse energies and pseudorapidities of the jets. The cross-section as a function of the leading jet transverse energy and the two pseudorapidities is not well behaved for large \(E_T\), as there are large NLO corrections and consequent large uncertainties. In this region of phase space, the NLO cross-section is effectively a leading order cross-section, as the region is kinematically inaccessible at leading order.

Figure 15-24 shows examples of the differential cross-section for different jet rapidities, as obtained from a PYTHIA simulation (and compared to the results of the NLO calculation of JETRAD) using a similar approach as discussed in Section 15.5.2.5. Jets are pre-selected within the pseudorapidity range of \(|\eta| < 3.2\) and the minimal transverse energy is 180 GeV.

In Figure 15-25 the expected range in \(x\) and \(Q^2\) is shown, where for a given event the parton momentum fractions \(x_{1,2}\) are calculated according to the formula mentioned above. The value shown has been chosen randomly between the two values available for the event, and the value of \(Q^2\) has been calculated according to the expression

\[
Q^2 \sim \hat{s} = 2E_T^2 \cosh^2\eta^* (1 - \tanh^2\eta^*)
\]

The size of the boxes is proportional to the number of events with these values. For a transverse energy threshold of 180 GeV, most of the events have \(Q^2\) values of about \(10^5\) GeV\(^2\) and values of \(0.1 < x < 0.01\). Clearly visible is the kinematic boundary due to the centre-of-mass energy, which for a given momentum fraction leads to an upper limit on \(Q^2\), where the latter increases with increasing \(x\).
At the Tevatron, the CDF collaboration chose to study the ratio of cross-sections where the leading jet is required to be central and the second jet is restricted to four slices in pseudo-rapidity $|\eta| < 1$ based on an integrated luminosity of less than 10 pb$^{-1}$. A cross-section based on the full statistics from Run I is to be published soon. Leaving the leading jet pseudorapidity fixed, the D0 collaboration studied the signed pseudorapidity distribution of the second jet \cite{15-97}. Ultimately it should be possible to derive from the triple differential cross-section both the strong coupling constant and parton distribution functions. A summary of the recent measurements by the CDF and D0 collaborations of the triple differential cross-section can be found in \cite{15-98}.

15.5.4.2 Di-jet invariant mass and angular distribution

As in the case of the inclusive jet cross-section, the di-jet invariant mass and angular distributions are used to search for new physics. The expected sensitivity to new physics is discussed in Chapter 21. The invariant mass of the di-jet system is calculated from the two leading jets found using a cone algorithm with a radius of 0.8, treating the jets as massless objects.

Figure 15-26 shows the cross-section for di-jet production (restricted to jet pseudorapidities of $|\eta| < 1$) as a function of the invariant mass of the di-jet system, as obtained from the PYTHIA calculation (using the CTEQ2L pdf), including the simulation of detector effects. As discussed before, the cross-section obtained after the detector simulation (using ATLFAST) has been corrected to the hadron level. The error bars indicate (for large masses) the achievable statistical accuracy for 300 fb$^{-1}$. Also shown for comparison is the result of a NLO calculation based on JETRAD \cite{15-84}, using the CTEQ4M parton distribution. The partonic cross-section has been corrected for hadronisation effects. In Figure 15-27 the ratio of the di-jet invariant mass cross-section from PYTHIA (corrected with a pseudo $K$-factor) to the one from this NLO calculation (including a hadronisation correction) is shown, together with the ratio of NLO calculations using different parton distribution functions and different values of the strong coupling constant.
QCD processes at the LHC

15.5.4.3 Di-jet production at large angular separation

In a di-jet event, the two jets are expected to be balanced in $E_T$ and to be back-to-back in azimuth. The configuration expected to dominate at leading order is central production of the di-jet system. It has been proposed [15-100] to study configurations where both jets are produced in the forward direction, being separated in rapidity by $\Delta = y_1 - y_2$. With increasing values of $\Delta$, terms of the form $\log(s/Q^2)$ become more important in the partonic cross-section and can be resummed using the techniques of the BFKL approach. These terms appear only in certain regions of phase space and resummation should restore in this case the predictive power of the calculation. It is at present unclear, whether these regions can be probed by measurements at HERA or the Tevatron. The observation of the increase in the cross-section for large separation in rapidity (in fixed order QCD the partonic cross-section should remain constant) is difficult, since at larg-
er values of $\Delta$ the parton momentum fractions become large and the observable cross-section gets smaller. As observed at the Tevatron, additional radiation leads to a decorrelation in azimuth between the two jets [15-101][15-102], but in a manner correctly described by DGLAP kinematics.

The cross-section for the production of two jets separated by a value of $\Delta$ in rapidity is shown in Figure 15-28 as a function of $\Delta$. Three different calculations are shown for two cuts on the $p_T$ of the most forward going jets: a LO QCD calculation, a 'naive' BFKL calculation (which contains only the resummation without taking into account kinematical constraints) and a realistic BFKL Monte Carlo implementation [15-103], all using the CTEQ4L distribution. The decorrelation should be insensitive to the parton distribution functions. Figure 15-29 shows the expected azimuthal decorrelation in terms of $<\cos(\pi - \Delta \phi)>$ (where $\Delta \phi$ is the angular separation between the two jets in azimuth) as a function of the separation $\Delta$. The decorrelation increases ($<\cos(\pi - \Delta \phi)>$ decreases) with increasing $\Delta$. Shown are the predictions for Tevatron energies and for LHC energies, for the latter two values of the minimal jet transverse energy are used. Also shown is the expected decorrelation for the production of a heavy Higgs boson via gauge boson fusion in the process $qq \rightarrow qqH$, giving rise to two jets separated by $\Delta$.

From the measurement of the D0 collaboration[15-104] (using jets with $E_T > 20$ GeV and a range of $0 < \Delta < 6$) it is known that a NLO calculation predicts too little decorrelation, whereas a 'naive' BFKL calculation predicts too much decorrelation at large separations. The HERWIG and PYTHIA models are able to describe the D0 data quite well.

The experimental challenge consists in selecting events where there is one jet on each side of the detector in the far forward region and trying to allow for as low transverse momentum of the jets as possible. The measurement requires in addition a good resolution in azimuthal angle to measure the decorrelation. The ATLAS forward calorimeter could provide a trigger on summed transverse energy in the region $3 < |\eta| < 5$, as mentioned in [15-61] with a possible azimuthal division. The threshold on the jet energy will be restricted by the energy deposition in the forward calorimeter due to the underlying event and due to multiple interactions per bunch crossing. A LVL1 trigger would require a coincidence between energy depositions in the forward calorimeters at both sides of the detector, at the higher levels of the trigger a more refined jet selection could be applied, where the non-projective geometry of the calorimeter cells is taken

Figure 15-28  Differential cross-section for the production of two jets separated by $\Delta$ in rapidity. Three models are shown: a LO QCD calculation, a BFKL prediction and a BFKL Monte Carlo calculation (from [15-103]).

Figure 15-29  Azimuthal decorrelation in the production of two jets separated by $\Delta$ in rapidity. Shown are the results for the Tevatron and for the LHC from a BFKL Monte Carlo calculation (from [15-103]).
into account (see Section 9.1.4). In addition, the lateral size of the hadronic shower gets important. Without the use of the information of the forward calorimeter, the event selection would be restricted to values $\Delta < 6$. The fundamental selection for these events resembles the one for the study of colour singlet exchange at large momentum transfer, as discussed in Section 15.4.7. In the case of BFKL studies however, no requirements on the central rapidity region are made.

### 15.5.5 Multi-jet production

Possible measurements include the measurement of the cross-section for the production of $n$ jets, along with a detailed analysis of the topological properties of the events. These can be used to constrain contributions from new physics, leading to final states with many jets. In the rest frame of the n-jet system, there are $4n-4$ independent variables. These are typically divided into angular and fractional momentum variables, as well as invariant mass variables of combinations of different jets. The CDF collaboration has published a detailed study of multi-jet events (up to 6 jet events) and their topological properties [15-105]. The jet multiplicity distribution and the shape of the multi-jet mass and leading jet angular distribution have been compared to a full leading order matrix element calculation [15-106][15-107] as well as to a leading order matrix element calculation (HERWIG) [15-13] for the $2 \rightarrow 2$ hard scattering, supplemented with parton showers. Both calculations agree well with the data. The inclusive $p_T$ distribution is found to be able to discriminate between the two models, the HERWIG calculation overestimates the number of 3 and 4 jets at intermediate $p_T$. Multi-jet production can also be used to study effects of colour coherence, as discussed later.

![Figure 15-30](image1.png) Cross-section for the exclusive production of $n$ jets ($n = 2, 3, 4, 5, 6$ and $|\eta| < 3.2$) as a function of the minimum jet transverse energy at parton level for different parton distributions (CTEQ2L, CTEQ4L, CTEQ4HJ, MRSA and GRV94) from a LO calculation.

![Figure 15-31](image2.png) Cross-section for the exclusive production of $n$ jets ($n = 2, 3, 4, 5$ and $|\eta| < 3.2$) as a function of the minimum transverse energy of each jet comparing parton to hadron level. The hadron level cross-section has parton showers and hadronisation added to the LO result.
A thorough understanding of the properties and cross-sections for multi-jet production is important for several other physics studies, e.g. \( \bar{t}t \) production with hadronic final states, the search for R-parity violating SUSY (where around 8 - 12 jets are expected for a signal) and for Higgs production in association with heavy quark pair (\( bb \) or \( tt \)), where the Higgs decays to \( bb \). As mentioned previously in Section 15.5.2.6, the ratio of the cross-section for the production of 3 jets to the one of 2 jets might be used to extract the strong coupling constant.

The cross-sections for the production of \( n \) jets \((n = 2, 3, 4, 5, 6)\) are shown in Figure 15-30 as a function of the jet transverse energy. They have been obtained from a leading order calculation\[15-106\] and \[15-107\]. In Figure 15-30 the differential cross-section for the production of \( n \) jets at the parton level is shown as a function of the transverse energy of the jets. Several parton distributions have been used: CTEQ2L, CTEQ4L, CTEQ4HJ, MRSA and GRV94. In the calculation, a minimal angular separation of 40 degrees between two partons was required. The experimental selection can be found in the trigger menu in Section 11.7. Multi-jet triggers with smaller thresholds will be available, although they will be subjected to a pre-scaling. A comparison between the cross-section at parton level and the one at hadron level is shown in Figure 15-31. The multi-jet cross-section at hadron level was obtained by adding parton showers to the partons from the NJETS calculation and hadronising the partonic system. Jets were defined using a cone algorithm with a radius of \( R = 0.4 \). The hadron level cross-sections are slightly smaller than the parton level ones for all jet multiplicities shown \((n = 2, 3, 4, 5)\).

Effects of colour coherence are expected to lead to an inhibition of soft gluon radiation (for example observed in the ‘string’ effect \[15-108\] in \( e^+e^- \) annihilation). The measurement of such effects in a hadron-hadron collider environment is difficult due to the many colour flow patterns present. The CDF collaboration tried to avoid these difficulties by selecting events where the leading jet has a large enough energy, so that the soft radiation becomes hard enough to form secondary jets. The measurement \[15-109\] of kinematical correlations between the second and third most energetic jet indicated the contribution of the interference between initial and final state gluon emission from the colour connected partons. A comparable investigation by D0 \[15-110\] arrived at similar conclusions.

### 15.5.6 Double parton scattering

Given the large density of partons with small longitudinal momenta in the proton, there exists the possibility of two (or more) hard interactions taking place in a high energy collision. The cross-section for double parton scattering can be expressed in terms of a two-parton distribution function \( D(x,x',b) \) \[15-111\] depending on two momentum fractions and a transverse distance scale. In the case of no correlation between the partons, this function factorises and the double parton scattering cross-section \( \sigma_D \) can be written in terms of the single parton scattering cross-section \( \sigma_S \) and an effective cross-section \( \sigma_{\text{eff}} \). This effective cross-section contains information about the spatial distribution of partons in the proton. Its value will increase with the uniformity of the spatial distribution and will decrease with increasing concentration of ‘clumpy’ regions containing a high density of partons. In the latter case the probability for a double parton scattering is larger, as the first scatter selected a region of high parton density. The ultimate goal will be to derive from measurements not only the occurrence of multiple parton scattering, but to extract parton densities containing the information about the correlation between several partons.
The occurrence of double parton scattering has been measured by the CDF collaboration, using events with exactly three jets and a photon (or a $\pi^0$) [15-112]. Requiring a transverse energy of the photon of more than 16 GeV and of the second and third jet of 5 to 7 GeV, an effective cross-section of $\sigma_{\text{eff}} = 14.5 \pm 1.7^{+1.7}_{-2.3}$ mb was extracted. No dependence of the process on the value of $x$ was observed.

At the LHC the experimental challenge is to select events with mini-jets, i.e. jets which do not have a very large transverse energy. Besides the actual reconstruction of such jets the triggering of these events has to be studied in more detail. Based on a minimum-bias trigger for the first level of the ATLAS trigger, the higher levels, which have access to the full granularity of the sub-detectors, could try to enhance the signal by reconstructing jets with low transverse energy. More studies have to be performed to assess the minimal transverse energies for the jet reconstruction. In the context of low $p_T$ jet tagging at low luminosity (more details can be found in Section 9.1.4) a minimal value of about 15 GeV was studied.

### 15.6 Photon physics

#### 15.6.1 Overview

The detection of photons at a hadron collider is a challenging task due to the large background from jet production, where fluctuations can mimic the signature of a photon. ATLAS with its fine granularity calorimeters extending to $|\eta| < 2.5$ offers the possibility for a large rejection factor against this background (see Section 7.6). The advantage of photon measurements is the better energy determination in comparison to jet measurements. In addition the definition of a jet leads to ambiguities. Direct photon measurements can provide important constraints on parton distributions, especially on the gluon distribution in the proton. In case of photons, however, the experimental background due to jets containing a leading $\pi^0$ has to be understood well. The signal-to-background ratio can be improved significantly by requiring the photon candidate to be isolated, i.e. there should be no significant hadronic activity in a cone around the photon direction. Searches for the Higgs boson in the decay to two photons require a good understanding of the irreducible background from photon pair production.

In this section, the measurement of the inclusive prompt photon production (Section 15.6.2) and the production of photon pairs (Section 15.6.3) will be discussed. Additional topics include the production of photons with an associated final state property, like jets (Section 15.6.4) or open charm (Section 15.6.5).

#### 15.6.2 Inclusive photon production

The production of direct photons has two main contributions, the QCD Compton process ($qg \rightarrow q\gamma$) and the annihilation graph ($qq \rightarrow g\gamma$). In the case of Tevatron energies and small to moderate transverse momentum of the photon, the Compton process dominates. Also at the LHC the Compton process dominates in most of the kinematical region. Only this process provides a sensitivity to the gluon distribution. A calculation of direct photon production including next-to-leading-logarithms [15-113] starts from the two lowest order processes listed above (a similar calculation can be found in [15-114]). The calculation is based on a Monte-Carlo approach, allowing for the inclusion of cuts. Calculations at next-to-leading order include the one-
loop corrections to the $2 \rightarrow 2$ process and the tree level calculation of the $2 \rightarrow 3$ processes. The bremsstrahlung process corresponds to the emission of a photon from a final state parton. For large angles, this contribution is included in the $2 \rightarrow 3$ diagrams, for small angles only a phenomenological treatment via a non-perturbative fragmentation function is available. In [15-115] the calculation for isolated prompt photon production is shown, including studies on the uncertainties due to the scale dependence, the isolation criteria and the fragmentation contribution. The differences between the data at low photon transverse momenta at the Tevatron and the NLO expectation (which is lower than the data) can possibly be explained by the effects of initial state gluon radiation.

The usual measurement of prompt photon production requires in the experimental selection an isolated photon, by demanding no significant hadronic energy deposition inside an isolation cone around the photon direction. This definition is not simply transferrable to a perturbative QCD calculation, as the cancellation of infrared divergences [15-116] must not be spoilt, which would happen if a sharp isolation of the photon from other partons is made. Not applying a sharp isolation however allows contributions from photon fragmentation and from jet background to appear. Two approaches have been suggested: a cone based approach, where only a small amount of hadronic energy in a cone around the photon direction is allowed and the ‘democratic’ approach, where the photon is treated as a parton in performing a jet clustering.

Then a cut on the hadronic energy of the jet containing the photon is applied. In the case of photon and associated jet production, a procedure has been suggested which is infrared safe to all orders and minimises the fragmentation contribution[15-116]. The cone approach is extended by requiring an upper limit on the hadronic energy in a cone around the photon for all cone sizes $\delta$ smaller than a fixed value $\delta_0$. The upper limit on the hadronic energy $E_{\text{max}}$ depends on the cone size: $E_{\text{max}} = f(\delta)$, where the function $f$ goes to 0 when the size $\delta$ approaches 0. The jet finding is performed on all partons, but only those jets which are outside the isolation cone are accepted. This method allows hadrons to be close to the photon, as long as their energies get smaller as they get closer.

The primary background to direct photon production is due to jet fragmentation into a leading $\pi^0$ or $\eta$. The imposition of an isolation cut greatly discriminates against this jet fragmentation background, while having little effect on the prompt photon signal. Studies at the Tevatron (e.g. by CDF for $p_T^\gamma > 12$ GeV) have shown that after an isolation cut (less than 2 GeV in a cone of radius 0.7) the signal fraction (of the direct photon candidates) increases by up to several orders of magnitude (to $\sim 20\%$ at low $p_T$, approaching 100% at high $p_T$). For larger transverse momenta, the EM showers generated in the calorimeter overlap significantly and an analysis of the shower shape is necessary to allow a statistical subtraction of this background source. Another estimate of the background can be obtained from the measured converted photons in the tracking detectors.

In the kinematic range of the photon transverse momentum between 100 and 500 GeV the expected ratio between the inclusive direct photon cross-section (at NLO for $|\eta| < 0.7$, as shown in Figure 15-32) and the inclusive jet cross-section (at NLO [15-84] for $|\eta| < 0.7$) is about $1.5 \times 10^{-3}$. For photon transverse energies between 40 and 100 GeV a rejection of about 3000 against jets is achieved. More details on the separation between photons and jets can be found in Section 7.6.

The minimal parton momentum $x_{\text{min}}$ is determined by the transverse energy threshold $E_{T,\text{min}}$ and the maximal pseudorapidity $\eta_{\text{max}}$ of the photon via the relation $x_{\text{min}} = 2(E_{T,\text{min}}/\sqrt{s})e^{-\eta_{\text{max}}}$. The selection at ATLAS will be based on a trigger demanding an isolated photon of transverse energy larger than 40 GeV (low luminosity) or 60 GeV (high luminosity) within $|\eta| < 2.5$. This gives a value of
For a photon transverse energy of 500 GeV, a value of $x_{\text{max}} = 0.2$ is obtained. In Figure 15-32 the cross-section for prompt isolated photon production is shown as a function of $p_T$ (from [15-117]) for two pdf's.

$x_{\text{min}} = 5 \times 10^{-4}$, lower values could be reached by using lower thresholds, which will however be subjected to a prescaling. For a photon transverse energy of 500 GeV, a value of $x_{\text{max}} = 0.2$ is obtained. In Figure 15-32 the cross-section for prompt isolated photon production is shown as a function of the transverse momentum of the photon, as obtained from a next-to-leading order calculation [15-117] for central photon production ($|\eta| < 0.7$). Figure 15-33 shows the same cross-section, as obtained from a leading order calculation including a detector simulation (using ATLFAST), using the CTEQ3L parton distribution set. The photon was required to have a transverse momentum of at least 40 GeV and be within $|\eta| < 2.5$. Further an isolation criteria was applied. A comparison of the NLO and the LO calculation gives a $K$-factor of about 1.5, however it has to be taken into account that the NLO calculation is restricted to the central pseudorapidity region ($|\eta| < 0.7$), whereas the leading order calculation reaches up to $|\eta| < 2.5$.

15.6.3 Photon pair production

Effects of soft gluon emission can be studied directly by measuring the production of pairs of photons. The transverse momentum of the photon pair and the azimuthal angular difference between the two photons are sensitive to these emissions.
As in the case of inclusive photon production, the main experimental challenge is to reduce the background of fake photon pairs (i.e. processes producing two jets or a jet and a photon, where the jet(s) lead to one(two) fake photon(s)). The selection will be based on a trigger requiring two isolated photon candidates within $|\eta| < 2.5$. The threshold on the transverse energy will be 20 GeV for each photon (for low and high luminosity running conditions).

A calculation of the di-photon production at next-to-leading order including the resummation of soft gluon emission is presented in [15-118]. The resummation is performed on initial state gluon emission for $q\bar{q}$, $qg$ and $gg$ initial states, treating the di-photon system in a similar manner as a Drell-Yan virtual photon. The production of one photon via a fragmentation process is taken into account, the NLO contributions for the $q\bar{q}$ and $qg$ initial states are determined exactly and for the $gg$ box diagram NLO contributions are included in an approximation.

![Di-photon Production](image)

Figure 15-34 Cross-section for photon pair production from [15-119] as a function of the invariant mass $Q_{\gamma\gamma}$ of the pair. The upmost solid curve shows the total NLO prediction, whereas the LO contribution is represented by the middle solid curve. The other curves are explained in the text.

Figure 15-35 Cross-section for photon pair production from [15-119] as a function of the photon transverse momentum $p_T$. The upmost solid curve shows the total NLO prediction, whereas the LO contribution is represented by the middle solid curve. The other curves are explained in the text.

Figure 15-34 shows the cross-section for di-photon production as a function of the invariant mass of the di-photon system. This calculation [15-119] includes the NLO contributions and the resummation of soft gluon emission. The following cuts have been applied to the photons: $p_T > 25$ GeV, $|\eta| < 2.5$, $\Delta R(\gamma\gamma) > 0.4$ and $p_T^1/(p_T^1 + p_T^2) < 0.7$, where $p_T^1$ is the transverse momentum of the leading photon (this cut is not used in the analysis of the Higgs decay to two photons, as described in Section 19.2.2). The upmost solid line corresponds to the total cross-section, the dashed line represents the resummed part for $q\bar{q} + g\bar{g} \rightarrow \gamma\gamma X$. The part of the resummed process due to the $q\bar{q}$ initial state is shown as a dotted line, the one due to the $g\bar{g}$ initial state as a dash-dotted line. The lowest solid curve shows the fragmentation contribution and the leading order contribution is indicated by the middle solid curve. The importance of the $g\bar{g}$ initial state for lower di-photon masses should be noted.
A total cross-section of about 61 pb is obtained (using the CTEQ4M distribution), where the leading order part amounts to about 22 pb (CTEQ4L). The total cross-section splits into the contributions from the three initial states as follows: 20.5 pb for $q\bar{q}$, 23.9 pb for $gg$ and 16.6 pb for $qg$, where the latter includes a fragmentation contribution of 6.8 pb. The understanding of this distribution (representing the irreducible background contribution) is important in estimating the reach in the search for a light Higgs boson, which decays to two photons, or in setting limits on the Higgs production cross-section. The $K$-factor has a value of about two, being rather independent of the photon pair mass.

In Figure 15-35 the distribution of the transverse momentum of the photons is shown, where the labelling of the curves is described above. The comparison of the LO and the NLO result shows a large $K$-factor, which increases with the transverse momentum of the photon up to values of about five.

In Figure 15-38 the cross-section for photon pair production is shown as a function of the invariant mass of the photon pair for masses up to 1 TeV. This cross-section was obtained from a leading order calculation using PYTHIA, including a simulation of the detector response (using ATLFAST). Photons were required to have at least 20 GeV transverse energy, to be isolated and to be restricted to pseudorapidities of $|\eta| < 2.5$. The CTEQ3L parton distributions were used. For the same cuts, Figure 15-36 shows the cross-section as a function of the transverse momentum of the photon pair, indicating that large transverse momenta can be studied with reasonable statistics. In Figure 15-37 the cross-section is shown as a function of the transverse momentum of a photon.
15.6.4 Photon + jet production

The measurement of an associated jet for photon production allows better constraints of the parton distribution functions, since both parton momenta of the hard scattering can then be reconstructed. When both the jet and the photon are centrally produced, the $x$ values of the partons are of similar magnitude. The angular distribution is given by the quark propagator, similar to the case of $W$ + jet production. A leading order calculation for photon + $n$ jet production ($n = 1, 2, 3$) is available [15-120], the next-to-leading order corrections have been calculated [15-121]. In Figure 15-39 the cross-section for the production of a direct photon and a jet is shown as a function of the pseudorapidity of the jet. The figure has been obtained from a PYTHIA calculation, based on the CTEQ2L parton distributions and taking into account the ATLAS detector response. For the photon a minimal transverse energy of 40 GeV and a limit of $|\eta| < 2.5$ were required, the jet had to have a transverse energy of at least 20 GeV.

The occurrence of double parton scattering represents a source of background for this process. It can be studied by selecting events with a photon and three jets. For two hard scattering processes, the angular difference between the system of photon + leading jet and the second jet is expected to be flat. For a $p_T$ cut of about 40 GeV on the photon transverse momentum, this effect should give a minimal contribution only.

A CDF measurement of the triple differential cross-section for photon + jet production [15-122] (as a function of $p_T$, $\eta$, and $\eta_{jet}$) allows to cover different ranges in parton momentum $x$ by varying the jet pseudorapidity $\eta_{jet}$. Within the errors, this measurement does not discriminate between different parton distribution functions, where the highest sensitivity is expected at large jet pseudorapidities.
In order to quantify the contribution of the bremsstrahlung process \( (qg \rightarrow qg \gamma) \) to the direct photon production, relative to the Compton and the annihilation graph, the CDF collaboration measured the production of photons in association with 2 jets [15-123]. The two dominant sources of systematic uncertainty are the knowledge of the energy scale and the contribution from double hard scattering background. The data are best described with a 50% contribution of the Bremsstrahlung process to the isolated photon cross-section.

A further use of the photon + jet final state is the deduction of information on the \( \bar{u} \) content of the proton [15-124]. The two dominant contributions to the production of a high \( p_T \) photon and an associated jet are \( ug \rightarrow u\gamma \) and \( u\bar{u} \rightarrow g\gamma \). These two processes are enhanced relative to the \( d \) and \( s \) quark contribution due to the electric charge of the \( u \) quarks and the smaller amount of \( d \) and \( s \) quarks in the proton.

15.6.5 Photon + charm and photon + beauty production

The production of charm in association with a photon can be used to constrain the charm content of the proton. Leading order calculations of prompt photon and charm production were carried out using two approaches [15-125]. The first approach included Compton scattering off a charm sea quark \( gc \rightarrow \gamma c \), taking into account also the effect of gluon splitting \( g \rightarrow c\bar{c} \) and of photons from fragmentation. The second approach is based on a massive charm quark at low energies, including the two following processes: \( gg \rightarrow gc\gamma \) and \( q\bar{q} \rightarrow gc\gamma \) as well as the fragmentation contribution. A non-negligible contribution to the inclusive prompt photon production is expected. For Tevatron energies, both approaches give similar results, indicating that the observation of prompt photon + charm production not necessarily implies a non-vanishing charm sea quark distribution. An analytical next-to-leading order calculation [15-126] indicates a \( K \)-factor of about 1.5 to 1.9 for Tevatron energies, which decreases with increasing photon transverse momentum. The calculation includes the one loop corrections to \( gc \rightarrow \gamma c \), the leading order fragmentation graphs and the NLO contributions, like \( gg \rightarrow gc\gamma \), \( gc \rightarrow \gamma gc \) and so on, which give rise to the large \( K \)-factor. Differential distributions are available and can be used to test correlations in the matrix elements. The dominant contribution is found to be due to the scattering off a charm sea quark. An implementation of this calculation by combining the analytic and the Monte-Carlo approach is available [15-127] and allows an implementation of experimental cuts.

The tagging of charm production can be done by measuring the associated production of a muon (or an electron) with a photon (inclusive detection of semi-leptonic decays) or by exclusive decay reconstruction (e.g. the non-leptonic decay of a \( D^{*+} \) meson) together with a photon in the final state. Measurements done by CDF at the Tevatron for photon + muon production [15-128] and for photon + \( D^* \) production [15-129] show an excess of the measured cross-section (about a factor of 2) relative to the prediction of a PYTHIA calculation, the data are however in agreement with the NLO calculation.

The associated production of a photon together with a \( b \) quark contributes to the \( \gamma + \) charm production. A measurement of this contribution could be based on a selection of a photon together with the tagging of beauty production, as discussed in Section 15.8.3. In comparison to the case of inclusive photon production, in this case lower transverse momentum thresholds for the photon candidate should be possible.
15.7 Drell-Yan physics and gauge-boson production

15.7.1 Overview

The production of Drell-Yan pairs proceeds by the annihilation of quark and anti-quarks via an intermediate vector boson ($\gamma^* / Z$ or $W$). This probes the proton structure at a scale $Q^2$ equal to the mass squared of the lepton pair. In proton-proton collisions, the production of lepton pairs proceeds via $\gamma^*/Z$ bosons and starts from a combination of a valence quark and a sea quark (or a quark and an anti-quark from the sea) of the same flavour (e.g. $u\bar{u}, d\bar{d}$, ...). In the case of $W$ production, a valence quark and a sea quark (or a quark and an anti-quark from the sea) of different flavour annihilate. QCD effects enter the cross-section for Drell-Yan production only in the initial state and thus make the predictions less uncertain.

Given the different average momentum fraction carried by valence and sea quarks, in most cases an asymmetric configuration will be preferred, where one momentum fraction is small, and the other large. At leading order, the rapidity $y$ of the lepton pair is related to the momentum fractions $x_{1,2}$ via: $y = 0.5 \ln(x_1/x_2)$ and the invariant mass of the pair is given by $M^2 = x_1 x_2 s$. For a lower bound of 14 GeV on the mass $M$ of the lepton pair, the product of the parton momentum fraction $x_1 x_2$ has to be larger than $10^{-6}$. Assuming that the reconstruction of Drell-Yan pairs is done up to rapidities of 2.5, the maximum ratio possible between the two parton momenta is of the order of 150.

In this section, the production of Drell-Yan pairs over the full range of the invariant mass of the lepton pair will be discussed (Section 15.7.2), followed by the presentation of $W$ boson production (Section 15.7.3). Next a discussion of $Z$ boson production is presented (Section 15.7.4) and finally the pair production of vector bosons is described (Section 15.7.5).

15.7.2 Drell-Yan production

15.7.2.1 Di-lepton mass spectrum

The measurement of the lepton pair properties (lepton rapidities and invariant mass of the pair) allows the reconstruction of the parton momenta and thus can give constraints on the parton distribution for quarks. The two leptons are expected to be well separated from jets and other particles. A selection will start from trigger on di-leptons, where details on the thresholds and cuts can be found in Section 11.7. For the lepton pair production, a resummation of soft gluon emission contributions exists [15-130].

Besides the background from cosmic rays for the case of muon pairs, two classes of background sources can be distinguished: the misidentification of leptons and leptons originating from heavy quark decays. In both cases, the main source is the production of QCD jets and thus these (fake) leptons are expected not to be isolated, as are those from Drell-Yan production. Furthermore, the leptons from Drell-Yan production are of opposite charge. The background from misidentification can be determined by studying the same charge lepton pairs. Background of opposite charge lepton pairs from heavy quark decays ($b\bar{b}$ and $t\bar{t}$ production) can be estimated using $\mu\mu$ events. Measurements of the Drell-Yan pair production have been performed by CDF [15-131] and D0 [15-132].
Figure 15-40 shows the expected cross-section for Drell-Yan production as a function of the invariant mass $m_{\mu\mu}$ of the muon pair from a leading order calculation (PYTHIA with ATLFAST) for the following cuts: $p_T^{\mu} > 6$ GeV and $|\eta^{\mu}| < 2.5$.

Figure 15-40 shows the expected cross-section for Drell-Yan production as a function of the invariant mass of the Drell-Yan pair, as obtained from PYTHIA using the CTEQ2L parton distributions [15-15]. Clearly visible is the resonance contribution due to production of the $Z$ boson, which will be discussed in more detail in Section 15.7.4.

15.7.2.2 $p_T$ distribution of lepton pair

In Figure 15-41 the distribution of the transverse momentum $p_T^{\mu\mu}$ of the lepton pair produced in a Drell-Yan process from a leading order calculation (PYTHIA with ATLFAST) for three ranges of $m_{\mu\mu}$. The following cuts have been applied: $p_T^{\mu} > 6$ GeV and $|\eta^{\mu}| < 2.5$.

The angular distribution of the leptons (and the lepton pair) produced in a Drell-Yan process should be sensitive to effects of non-perturbative QCD. For these angular observables, next-to-leading order calculations exist [15-133]. As shown by the CDF collaboration [15-134], the forward-backward asymmetry of the lepton pair produced can be used to verify the expected contribution due to the $\gamma^* / Z$ interference for lepton pair masses significantly larger than the $Z$ pole. Furthermore, the value of the forward-backward asymmetry could be modified in the presence of heavy neutral gauge bosons.
15.7.3 \( W \) production

15.7.3.1 Cross-section

At the LHC the cross-section for the production of the \( W^+ \) is larger than the one for the production of \( W^- \) bosons. The contribution from \( c\bar{s} \) (and \( s\bar{c} \)) initial states amounts to 10\% at LHC energies (about 2\% for the Tevatron). The latter contributions mainly contribute to the central production of \( W \)'s, whereas forward \( W \) production is mostly due to \( ud \) (\( d\bar{u} \)) states. The product \( x_1\cdot x_2 \) of the parton momenta is fixed to a value of about \( 3\times 10^{-5} \) at leading order.

The experimental selection will start from a trigger on a single lepton (electron or muon) within the pseudorapidity range of \( |\eta| < 2.4 \) for muons and \( |\eta| < 2.5 \) for electrons, respectively. Details on the thresholds for these triggers can be found in Section 11.7.3, the selection will then require in addition missing transverse energy (as discussed in more detail in Section 16.1.2). Due to the large statistics expected for the LHC, a restriction to the clean leptonic decay channels (involving an electron or a muon) is possible.

The dominant sources of background are the decay \( W \rightarrow \tau \nu \) for the electron and the muon channel, and the decay \( Z \rightarrow \mu\mu \) (where one of the muons is outside the acceptance) for the muon channel. Due to the excellent electron-jet separation (as described in Section 7.4, where it has been shown that jet rejection factors of the order of \( 10^5 \) can be achieved, while having an efficiency of about 70\% for electrons from \( W \) (and \( Z \) decays) the background from QCD multi-jet events is negligible. More details on these and other background sources can be found in Section 16.1.3.7. The efficiency for the lepton detection can be derived from experimental data using the copious production of \( Z \) bosons and their decay to two leptons. The dominant systematic uncertainty for the cross-section measurement is expected due to the determination of the absolute luminosity.

15.7.3.2 Rapidity distribution

In contrast to the case of proton anti-proton collisions (as in the case of Tevatron), at the LHC there is no rapidity asymmetry for the produced \( W \)'s. However, the shape of the rapidity distributions (being symmetric with respect to \( \eta = 0 \)) is different for \( W^+ \) and \( W^- \), where the total cross-section is larger for \( W^+ \) than for \( W^- \). The difference in the shape of the rapidity distribution should survive in the detectable decay lepton. It is a direct consequence of the parton distribution functions responsible for \( W^+ (ud) \) and \( W^- (d\bar{u}) \) production.

In Figure 15-42 the expected shape of the rapidity distribution for \( W^+ \) and \( W^- \) production is shown. The cross-section times leptonic branching ratio has been obtained from PYTHIA using the CTEQ2L parton distributions, without applying cuts on the decay lepton. In Figure 15-43 the corresponding distribution for the decay lepton is shown, where for the lepton (electron or muon), a minimal transverse momentum of 20 GeV and \( |\eta| < 2.5 \) were required. Furthermore a missing transverse energy of at least 20 GeV was demanded. In both figures the different shapes of the \( W^+ \) and the \( W^- \) are visible; the \( W^+ \) goes further out in rapidity and has a maximum at \( |y| = 3 \). The central region (\( |y| = 0 \)) corresponds to a symmetric configuration of the parton momenta (\( x_{1,2} \sim 0.005 \)), whereas at \( |y| = 2.5 \) an asymmetric configuration can be found (\( x_1 \sim 0.1, x_2 \sim 0.0007 \)). The precise measurement of these rapidity distributions can be used to constrain the \( u \) and \( \bar{d} \) (resp. \( d \) and \( \bar{u} \)) distributions.
15.7.3.3 $p_T$ distribution

The transverse momentum of the boson is due to associated production of quarks or gluons. A detailed understanding of the transverse momentum is important for a precise measurement of the $W$ boson mass at hadron colliders. In the case of large $q_T$ (the $W$ transverse momentum) where mostly a single high $p_T$ parton is radiated, an $O(\alpha_s^2)$ calculation exists. This is a one scale problem ($q_T \sim M_W$), where fixed order calculations are reliable. In the case of low $q_T$, multiple soft gluons can be emitted, leading to the appearance of large logarithms $\log(M_W^2/q_T^2)$. This two scale problem ($q_T$ and $M_W$) can be solved by a resummation of these logarithmic terms. To provide a scheme for all $q_T$, a matching procedure has to be devised. These effects do also apply for the production of $Z$ boson, as described in Section 15.7.4.2.

Data from the Tevatron on the $W$ boson $p_T$ show that a fixed order NLO calculation does not reproduce the measured spectrum. The comparison of data from D0 [15-135] to the prediction of Ref. [15-136], where a next-to-leading order calculation has been matched with the resummed calculation (introducing parameters for non-perturbative effects) shows consistency with the data. A second calculation [15-137] performs the matching at a scale where the $W$ transverse momentum is close to the $W$ mass. Using the data from D0, these two cannot be distinguished [15-138]. The non-perturbative part of the prediction has been obtained from a fit to the transverse momentum distribution of $Z$ bosons, at small $p_T$ the two calculations give different predictions. Even more uncertain is whether these non-perturbative parameters can be used universally, e.g. when going to LHC energies [15-139].

If the resummation of these logarithms is performed in the $q_T$ space (where $q_T$ is the transverse momentum of the vector boson) [15-140], a unified description of the production of vector bosons both for small and for large $q_T$ is obtained without the need for a matching procedure. In Figure 15-44 the cross-section for inclusive $W$ production is shown as a function of the transverse momentum of the $W$ boson, as obtained from the calculation by Ellis and Veseli [15-140], using the MRS-R1 parton distributions [15-141]. The non-perturbative parameters (for the form factor) were set to the following values: $q_T^{\text{lim}} = 4$ GeV and $\tilde{a} = 0.1$ GeV$^{-2}$. They control the inter-
cept and the first derivative of the differential cross-section for $p_T = 0$. The decay of the W boson, leading to a charged lepton (electron or muon) and a neutrino, is included using the following cuts: $p_T > 20$ GeV and $|\eta| < 2.5$ for the charged lepton and $p_T > 20$ GeV for the neutrino, approximating the experimental cut of missing transverse energy. Figure 15-45 shows the corresponding cross-section for W production up to transverse momenta of 500 GeV. Two calculations are shown: the resummed calculation from Ellis and Veseli and a leading order calculation from PYTHIA (including effects of parton showers and fragmentation). The cuts are identical to the ones used for Figure 15-44; in the case of PYTHIA a cut on the missing transverse energy (of at least 20 GeV) is performed, instead of the cut on the $p_T$ of the neutrino in case of the Ellis-Veseli calculation. For large transverse momenta both calculations agree, as expected since in this region both are of $O(\alpha_s)$.

### 15.7.3.4 W + jet production

Measurements of the production of W bosons with associated jets were thought to have the potential to be used in a determination of the strong coupling constant. The cross-section for exclusive production of $W + n$ jets ($n = 1, 2, 3, 4$) has been calculated at leading order [15-142]. A similar calculation [15-143] at leading order for LHC energies predicts for $p_T^{W} > 20$ GeV a cross-section of about 200 pb for $W + 1$ jet, about 50 pb for $W + 2$ jets and about 10 pb for $W + 3$ jets, where for the last two cross-sections a minimal jet transverse momentum of 19 GeV is required. The inclusive production of a W boson with at least one jet is calculated at next-to-leading order [15-84]. The study of the dependence of the associated jet rates in W production for different cone sizes defining the jet can give information on the ability of a next-to-leading order calculation to model the jet shape and to describe the overall production rate. The major source of background is the production of multi-jet final states, where one of the jets fakes an electron candidate and the event contains missing transverse energy.
A measurement of the ratio $R_{10}$ of the inclusive cross-sections for $W + 1$ jet production to the one for $W$ production [15-144] by the D0 collaboration using a cone size of 0.7 for the jet definition showed a NLO prediction being a factor of 2 smaller than the data in the range of 20 - 60 GeV for the minimal jet transverse energy. Furthermore the studies indicated no sensitivity of this ratio to the value of the strong coupling constant. The CDF collaboration measured the same ratio for two cone size: $R = 0.4$ [15-145] and $R = 0.7$ [15-146]. In the first case good agreement with the NLO calculation is found for minimal jet transverse energies between 15 and 95 GeV. For the case of $R = 0.7$, good agreement is observed for small transverse jet energies (< 35 GeV), at larger energies, the NLO prediction is smaller than the data by about 15%, being a 1σ difference. Comparing the results for the two cone sizes, an increase in $R_{10}$ is found when going from 0.4 to 0.7 of about 30% for the data, whereas the NLO calculation only predicts about 10% increase. In both cases, CDF does not find a significant dependence of the ratio on the value of $\alpha_s$.

Events with a $W$ and associated jets can be used to study effects of colour coherence, which should lead to specific patterns in the parton flow from constructive or destructive interference between soft gluon emissions, as observed in $e^+e^-$ annihilation ('string' effect). An important aspect is whether this pattern survives the hadronisation, as conjectured in the context of local parton hadron duality. The D0 collaboration has compared the distribution of soft particles in a disc of $0.7 < R < 1.5$ around the $W$ and around the opposing jet [15-147], using the $W$ as a template (since it is a colourless object). The data shows an enhancement of particle production around the tagged jet (with respect to the region around the $W$), as expected if colour coherence occurs. It has been suggested [15-148] to use these $W + jet$ events to get information on properties of the soft gluon radiation. Using relevant event variables it is claimed that one could distinguish between the three partonic subprocesses contributing at lowest order: $gg \rightarrow Wg$, $gq \rightarrow Wq$ and $qg \rightarrow Wg$. Possible applications are the derivation of constraints on the quark and gluon parton densities in the initial state and studies of the properties of quark and gluon jets.

The final state containing a $W$ boson and four jets represents the dominant source of background for the top physics in the single lepton final state. The knowledge of the production of $Wb\bar{b}$ and $Wb\bar{b} + jet$ is important for the study of single top production and of the $Wtb$ vertex. It has been calculated at leading order [15-149] (including, besides QCD processes, also the top signal, electroweak and Higgs contributions).

### 15.7.3.5 $W + charm$ and $W + bottom$ production

The production of $W$ bosons with associated open charm production can be used to constrain the strange quark content of the proton [15-150]. The dominant production process is the QCD Compton graph with scattering on strange quarks: $gs \rightarrow Wc$. Background is expected from the production of $W + c\bar{c} (b\bar{b})$, where the $c\bar{c} (b\bar{b})$ pair is produced in the jet recoiling against the $W$ and only one of the two heavy quarks is detected. The tagging of charm production could be done by searching for displaced vertices, by an exclusive reconstruction of non-leptonic decays of charmed baryons or mesons (e.g. the $D^* \rightarrow K\pi\pi$ decay) or by inclusive semi-leptonic decays.

The production of a $W$ boson with an associated heavy quark pair can be used to deduce information on the gluon splitting to heavy quarks. The process proceeds via the annihilation of a quark-anti quark pair into a $W$ and an off-shell gluon, where the latter splits into a heavy quark pair: $qg \rightarrow Wg^* \rightarrow WQ\bar{Q}$. A selection would start from the decay lepton of the $W$. Next, requirements to identify two heavy quark decays would be added. This could be done by exclusive reconstruction of the decays or by demanding inclusive signatures like impact parameter significance.
For these channels additional studies are needed to assess the reach in kinematics, based on an inclusive trigger selection based on a lepton signature alone. In addition, the feasibility of reconstructing open charm has to be investigated and possibilities for an enrichment of such samples using the higher level triggers could be devised.

15.7.4 Z production

15.7.4.1 Cross-section

Besides the absence of final state interactions, the signature of a lepton pair from the production of a $Z$ boson provides an unambiguous identification, in contrast to jet physics. Compared to the case of $W$ boson production, for $Z$ bosons the kinematics can be reconstructed accurately, since there is no neutrino carrying part of the boson momentum.

The cross-section for $Z$ production at LHC energies is expected to have a contribution of more than 10% due to $s\bar{s}$ initial states. The product $x_1 x_2$ of the parton momenta is fixed to a value of about $4 \times 10^{-5}$ at leading order. The major background sources are similar to the ones relevant for the inclusive $W$ production (see Section 15.7.3.1). The experimental selection of $Z$ production in ATLAS will be based on triggers requiring two leptons (electrons or muons), where a detailed description can be found in Section 11.7. This restriction to the clean leptonic decay mode of the $Z$ is possible due to the large statistics expected for the LHC.

15.7.4.2 $p_T$ distribution

Figure 15-46 shows the cross-section for production of $Z$ bosons as a function of the transverse momentum $p_T^Z$, as obtained from a next-to-leading order calculation, including the resummation of large logarithms in the $q_T$ space [15-140]. The various approaches to calculate the transverse momentum have been discussed for the case of $W$ boson production in Section 15.7.3.3. The parton distribution MRS-R1 [15-141] has been used. For the decay leptons (electrons or muons) a minimal transverse momentum of 20 GeV was required and the leptons had to be produced within $|\eta| < 2.5$. The invariant mass of the lepton pair had to be within $\pm 6$ GeV of the nominal $Z$ boson mass. The corresponding cross-section for larger transverse momentum of the $Z$ boson is shown in Figure 15-47, both for the Ellis-Veseli calculation and the leading order calculation from PYTHIA (including parton showers and fragmentation effects). A cross-check with ISAJET gave cross-sections consistent with the ones obtained from PYTHIA.
15.7.4.3 Forward-backward asymmetry

In Figure 15-48 the expected forward-backward asymmetry of Drell-Yan lepton pair production in the mass region of the Z resonance is shown as a function of the Z boson rapidity. The asymmetry $A_{FB}$ is defined as the ratio of cross-sections $A_{FB} = \frac{\sigma_F - \sigma_B}{\sigma_F + \sigma_B}$, where $\sigma_{F/B} = \int_{0/\pi} (d\sigma/d\cos\theta)d\cos\theta$ is the integrated cross-section for the angular distribution in the lepton pair centre-of-mass system. The prediction has been obtained using PYTHIA with the CTEQ2L parton distribution set and requiring the leptons to have $p_T > 20$ GeV and $|\eta| < 2.5$. The lepton pair mass had to be within $\pm 6$ GeV of the nominal Z boson mass. The errors shown correspond to the statistical uncertainty for an integrated luminosity of 30 fb$^{-1}$.

At the Tevatron, the measurement of the forward-backward asymmetry by CDF [15-151] has been used to determine the effective Weinberg angle $(\sin\theta_W)^2$. The determination of the effective Weinberg angle requires the subtraction of contributions to $A_{FB}$ from background.

Figure 15-46 Differential cross-section for Z production (decay into either an electron or a muon pair) as a function of the transverse momentum $p_T$ of the Z boson from a next-to-leading order calculation including resummation of large logarithms.

Figure 15-47 Cross-section for Z production (decay into either an electron or a muon pair) as a function of the minimum transverse momentum $p_T^{\text{min}}$ of the Z boson from a NLO calculation (Ellis and Veseli) and from a leading order calculation (PYTHIA).

Figure 15-48 Expected forward-backward asymmetry of Z production as a function of the Z boson rapidity $y^Z$. For the PYTHIA (and ATLFAST calculation, the following cuts have been applied: $|\eta| < 2.5$, $p_T > 20$ GeV and $|M_{ll} - M_Z| < 6$ GeV.
processes as well as from higher QCD, QED and weak processes. The measurement performed by CDF reached a systematic uncertainty of about 1% on $(\sin \theta_W)^2$. This uncertainty is dominated by the uncertainty on the knowledge of the QCD background and on the QCD corrections.

### 15.7.4.4 Z + jet production

The exclusive production of a Z boson with $n$ associated jets ($n = 1, 2, 3, \ldots$) is known at leading order\[15-142\] while the inclusive production of a Z boson with at least one associated jet has been calculated at next-to-leading order\[15-84\]. An accurate measurement of $Z + n$ jet production can be used (in the case of four jets) to normalise the background from $W + 4$ jets to top quark production in the case of a single lepton and $b$-tag final state. In addition for gluino pair production leading to final states with four jets and missing $E_T$, the dominant background from the standard model is $Z + 4$ jet production, with an invisible decay of the Z to neutrinos. The calculation of the ratio of $W + 4$ jet to $Z + 4$ jet process \[15-152\] is insensitive, for Tevatron energies, to experimental cuts and theoretical ambiguities. Both processes are also calculated including heavy quark flavour identification.

### 15.7.5 Gauge boson pair production

#### 15.7.5.1 WW and ZZ production

The production of gauge boson pairs \[15-153\] is used to study the triple gauge boson couplings (the result of the non-Abelian nature of the theory) and to derive limits on new interactions in Chapter 16. Boson pair production in hadronic collisions is dominated by the quark-antiquark annihilation process. In the case of ZZ and WW production the gluon-gluon fusion process also contributes (at $O(\alpha_s^2)$). However, even at LHC energies, it never dominates the $qq$ annihilation. The experimental selection of gauge boson pair production will use criteria very similar to the inclusive W and Z production, based on leptonic decay modes. A detailed study of the ZZ production is important as the final state $l\bar{l}\nu\nu$ from ZZ represents a background to Higgs searches.

The production of WW boson pairs is in leading order due to the process $q\bar{q} \to WW$, either via $t$-channel quark exchange or via $s$-channel production of a $\gamma'/Z$ boson. The detection of the WW pair can proceed via a leptonic final state ($l\nu l'\nu'$) or semi-leptonic ($l\nu qq$).

The calculation of the cross-section for the pair production of the heavy gauge bosons has been performed in NLO. The results \[15-154\] are given for the following cuts: $p_T > 25$ GeV, missing transverse momentum $> 50$ GeV, $|\eta| < 3$ and an isolation cut for the leptons. At LO, the cross-section for ZZ production is found to be 36 fb, at NLO it increases to 43 fb. In the case of $W^+W^-$, the values are 470 fb at LO and 960 fb at NLO. The calculation has also includes results on kinematical distributions, like the transverse momentum spectrum for a pair of gauge bosons with (or without) an associated jet.

In Figure 15-49 the cross-section for WW production is shown as a function of the transverse momentum of the lepton from the W decay. The following cuts have been applied: the leptons ($l = e, \mu$) are required to have a minimal transverse momentum of 20 GeV and have to be within $|\eta| < 2.5$. A missing transverse energy of at least 20 GeV is demanded in addition. The calculation is based on \[15-155\], shown are the results at leading order and at next-to-leading order. Figure 15-50 shows the corresponding cross-section as a function of the missing transverse momentum. For a lepton transverse momentum of 100 GeV, the $K$-factor is about 1.5 and rises to
about three at \( p_T = 400 \) GeV. At a missing transverse momentum of 300 GeV, a huge \( K \)-factor of about 90 is obtained. These \( K \)-factors (which change also the shape of the distribution) are partially due to the appearance of real emission diagrams at next-to-leading order (and \( \text{WW} \)). In the latter diagram, one \( W \) boson is produced at large transverse momentum and recoils against the \( q \), which radiates a soft \( W \) boson (almost collinear to the quark).

The selection criteria for the pure leptonic final state require two isolated leptons (ee, \( e \mu \), \( \mu \mu \)) together with missing transverse energy to account for the neutrinos. The dominant background is due to top pair production (being larger than the \( \text{WW} \) signal), to a lesser extent also \( Z \rightarrow \tau \tau \) and Drell-Yan production of ee and \( \mu \mu \) contribute. Further sources of background include the production of multi-jets or \( W + \) jets, where jets are misidentified as electrons or heavy quark production whose decay leads to muons in the final state.

In case of the final state with two jets, the efficiency to resolve the two jets from the \( W \) decay drops significantly for values of \( p_T^W > 200 - 300 \) GeV (as discussed in Section 9.3.1). The production of a \( W \) boson with two or more associated jets dominates as background, multi-jet configurations with a jet being misidentified as an electron and with missing transverse energy can fake this signature too.

A next-to-leading order calculation of \( ZZ \) production \([15-119]\) with subsequent decay to an electron pair and a muon pair has been performed restricting the leptons to \( p_T^l > 25 \) GeV, \( |\eta^l| < 3 \), requiring a separation of at least 0.4 in \( \eta-\phi \) between the leptons and missing transverse energy of at least 50 GeV. The range in pseudo-rapidity for the leptons is slightly larger than the actual acceptance of \( |\eta| < 2.5 \). In Figure 15-51 the cross-section for the production of \( ZZ \) pairs is shown as a function of the invariant mass of the \( ZZ \) pair, in Figure 15-52 the cross-section for \( ZZ \) production is shown as a function of the transverse momentum of the \( Z \) boson. The calculation is based on the full NLO contributions, including a resummation of large logarithmic terms due to soft gluon radiation. For an integrated luminosity of 30 fb\(^{-1}\), about \( 5 \times 10^5 \) \( ZZ \) pairs are ex-
QCD processes at the LHC

expected to be produced at the LHC. For both figures, the rapidity of the Z boson produced has been restricted to $|y| < 3$, giving a total cross-section of 14.8 pb (with the CTEQ4M parton distributions), which is dominated by the $q\bar{q}$ initial state (10.9 pb) wrt the $qg$ initial state (3.9 pb).

The leading order contribution amounts to about 9 pb (for the CTEQ4L parton distributions). In both figures, the solid curve represents the full calculation, the dashed curve the contribution from the $q\bar{q}$ initial state and the dash-dotted curve the leading order part for the $q\bar{q}$ initial state.

15.7.5.2 $W\gamma$ and $Z\gamma$ production

The measurement of $W\gamma$ production can be used to probe the $WW\gamma$ coupling. A typical selection will require a final state with a lepton, a photon and missing transverse energy. The dominant background source is due to $W + $ jet production, where the jet fakes a photon. Smaller contributions are expected from $Z\gamma$ production and $W\gamma$, where the $W$ decays via $\tau\nu$ to $l\nu\nu$. The calculation of $W\gamma$ production has been performed at NLO for several differential distributions [15-156]. An additional study at next-to-leading order has investigated the rapidity correlations between the lepton and the photon at LHC energies [15-157]. Using cuts on the photon ($p_T > 100$ GeV and $|\eta| < 2.5$), on the lepton ($p_T > 25$ GeV and $|\eta| < 3$), demanding a separation of at least 0.7 in $\eta-\phi$ between the lepton and the photon and requiring missing transverse energy of at least 50 GeV, it has been found that the QCD corrections lead to a $K$-factor of about 3. Although the actual acceptance in pseudo-rapidity is slightly smaller ($|\eta| < 2.5$), none of the conclusions will change. The differential distribution of the rapidity difference between photon and lepton shows that at the LHC the radiation zero amplitude is obscured by NLO corrections. The radiation zero amplitude (at parton level all helicity amplitudes vanish at lowest order for a certain value of the scattering angle between quark and photon) is one reason for the large $K$-
factor. A second reason is the collinear enhancement in $qg \to qW\gamma$, where a soft $W$ is radiated off the quark (at the LHC the $qg$ luminosity is large). As in the case of $WW$, this real emission diagram appears only at next-to-leading order.

The production of $Z\gamma$ can be used to study the triple boson couplings of $ZZ\gamma$ and $Z\gamma\gamma$, which at tree level in the Standard Model are zero. A similar selection as in the case of $W\gamma$ is required, except for the missing energy cut, which is replaced by demanding a second charged lepton. Background from $Z + \text{jet}$ events, where the jet fakes a photon or an electron (in the latter case, this is being misidentified as a photon) dominates. Smaller contributions are due to multi-jet production and direct photon production. A calculation of the differential cross-section as a function of the transverse momentum of the photon at next-to-leading order, including the decay of the $Z$ to leptons is available [15-158]. Applying the following cuts on the photon ($p_T^{\gamma} > 100 \text{ GeV}$, $|\eta^{\gamma}| < 3$, isolation), on the leptons ($p_T^{l} > 20 \text{ GeV}$, $|\eta^{l}| < 3$) and requiring a separation of at least 0.7 in $\eta-\phi$ between the photon and each lepton and an invariant mass of the photon-lepton pair of at least 100 GeV, a $K$-factor between 1.4 (for $p_T^{\gamma} = 100 \text{ GeV}$) and 2 ($p_T^{\gamma} = 1 \text{ TeV}$) is found. A previous calculation [15-159] gave a total cross-section of 230 fb at leading order and of 310 fb at next-to-leading order, using the following cuts: $p_T^{\gamma} > 50 \text{ GeV}$, $|\eta^{\gamma}| < 2.5$, $p_T^{l} > 25 \text{ GeV}$, $|\eta^{l}| < 3$, a separation of at least 0.7 between lepton and photon and a cut of 15% of the photon energy on the hadronic energy in a cone of 0.7 around the photon direction. As in the case of $W\gamma$ and $WZ$, the large NLO corrections at high transverse momentum of the photon are due to collinear enhancement in a real emission diagram ($qg \to Z\gamma\gamma$) and the large $qg$ luminosity at the LHC. The high $p_T$ photon recoils against the quark, which then radiates a soft $Z$ boson. Due to the absence of a radiation zero amplitude at tree level, the $K$-factor for the $Z\gamma$ case is smaller than e.g. for $W\gamma$ or $WZ$.

15.7.5.3 WZ production

The measurement of $WZ$ production probes the $WWZ$ coupling. A calculation at next-to-leading order [15-160] is available, including the leptonic decays of the $W$ and of the $Z$. A leading order cross-section of about 26 fb is obtained, using the following cuts: $p_T^{l} > 25 \text{ GeV}$, $|\eta^{l}| < 3$, separation in $\eta-\phi$ of at least 0.4 between the leptons and missing transverse energy of at least 50 GeV. The total next-to-leading order cross-section (with the same cuts) amounts to about 52 fb. Lowering the cut on the missing transverse energy to 20 GeV increases the cross-section to about 81 fb at leading order. In Figure 15-53 the cross-section for $WZ$ production as a function of the missing transverse momentum is shown, in Figure 15-54 the corresponding distribution as a function of transverse momentum of the lepton. The following cuts have been applied: the leptons ($l = e, \mu$) are required to have a minimal transverse momentum of 20 GeV and have to be within $|\eta| < 2.5$. A missing transverse energy of at least 20 GeV is demanded in addition. Both figures show large NLO corrections for large transverse momenta, e.g. for the lepton transverse momentum dependence the $K$-factor is about 2 at 100 GeV and rises to more than 5 at 400 GeV. In the case of the missing transverse momentum dependence, the $K$-factor amounts to about 4 at 400 GeV. The reason for these large $K$-factors is on one hand due to the radiation zero amplitude at tree level and on the other hand due to a collinear enhancement in the process $q_1 g \to WZq_2$, where at large $p_T$ of the $Z$ boson this is balanced by the quark, which then radiates a soft $W$ boson. These real emission diagrams only appear at next-to-leading order and are further enhanced due to the large $qg$ luminosity at the LHC.

For the final state of a lepton pair and an additional charged lepton at the Tevatron the CDF collaboration has one candidate event with three electrons and missing transverse energy [15-161]. The dominant background source for this channel is similar to the $WW$ production for the semi-leptonic final state.
15.8 Heavy flavour physics

15.8.1 Overview

Due to the quark mass involved, the production of heavy quarks (charm, bottom and top) provides an important process for the study of perturbative QCD and of the effects of non-perturbative aspects [15-162]. A perturbative approach is justified for large transverse momenta. In Figure 15-55 the differential cross-section for the production of a heavy quark pair is shown as a function of the transverse momentum $p_T^{\text{miss}}$ for the following cuts: $|\eta| < 2.5$, $p_T > 20$ GeV and $p_T^{\text{miss}} > 20$ GeV. Except for very small $p_T$ ($p_T < 20$ GeV) the cross-sections for charm and bottom production are identical, showing that for transverse momenta much larger than the quark mass effects of the quark mass can be neglected. When higher-orders than NLO are included, the spectrum for $c$ quarks is expected to become softer and differ-

Figure 15-53 Differential cross-section for WZ production and decay to leptons (where $l = e, \mu$) at leading and next-to-leading order as a function of the missing transverse momentum $p_T^{\text{miss}}$ for the following cuts: $|\eta| < 2.5$, $p_T > 20$ GeV and $p_T^{\text{miss}} > 20$ GeV.

Figure 15-54 Differential cross-section for WZ production and decay to leptons (where $l = e, \mu$) at leading and next-to-leading order as a function of the lepton transverse momentum $p_T$ for the following cuts: $|\eta| < 2.5$, $p_T > 20$ GeV and $p_T^{\text{miss}} > 20$ GeV.

Figure 15-55 Differential cross-section for heavy quark pair production as a function of the transverse momentum $p_T^Q$ of the heavy quark (for charm, bottom and top pair production, from [15-163]). The smaller figure shows for charm and bottom production the region of $p_T^Q < 50$ GeV.
ences might be visible even for larger $p_T$ values. The total cross-sections for charm production is 7.8 mb, the one for bottom production 0.5 mb. The top-pair production cross-section is only 0.8 nb.

In this section, the production of charm quarks is discussed first (Section 15.8.2), concentrating mainly on the production of charmonium states ($J/\psi$ and $\psi'$). Next, the production of $b$ quarks is discussed (Section 15.8.3), where the emphasis lies on open bottom production, related to the studies of B physics as discussed in Chapter 17. Finally, the QCD related issues of top pair production will be presented (Section 15.8.4).

15.8.2 Charm production

15.8.2.1 Prompt $J/\psi$ production

The direct production of $J/\psi$ mesons can be studied due to the availability of vertexing detectors, which allow the separation of the contribution due to the production of B mesons with subsequent decay into final states containing a $J/\psi$. Further background is due to the production of $\chi_c$ mesons [15-166], which decay radiatively to a $J/\psi$ meson. Measurements at the Tevatron [15-167],[15-168] have shown that the prediction of the colour-singlet model underestimates the data. This model uses perturbative QCD for the production of a colour-singlet state for the $c\bar{c}$ pair, which then can hadronise in a non-perturbative way to a charmonium state.

The discrepancy of the Tevatron data from this prediction led to a modified approach [15-55]: firstly all diagrams of perturbative QCD leading to a $c\bar{c}$ state are taken into account, whether or not the state forms a colour-singlet. Next the transformation of this state into a colour-singlet state is performed, assuming non-perturbative processes [15-169] (e.g. the colour-octet state is changed into a singlet state by emission of a very soft gluon). This leads to an expected similarity in the shape of the $p_T$ distribution for different charmonium states, which is supported by the data. These models were then tuned to the data obtained at the Tevatron and subsequently used to extrapolate to LHC energies. This assumes that the non-perturbative contributions are universal.

Figure 15-56 shows the cross-section for direct $J/\psi$ production (times the branching ratio for the decay to muons) [15-170] as a function of $p_T$. The calculation uses the CTEQ2L distribution and a cut on $|y| < 2.5$. The cross-section is decomposed into the contributions from the colour-singlet part and two colour-octet parts, which appear in the expansion as a function of the relative velocity of the two quarks: the $^1S_0(8)^+ 3P_J(8)$ part and the $3S_J(8)$ part. These in total three parts can be determined from the Tevatron data and are then used to make the predictions shown above.

15.8.2.2 Prompt $\psi(2S)$ production

In Figure 15-57 the cross-section for direct $\psi'$ production [15-170] is shown, as a function of the $p_T$ of the $\psi'$ meson. The rapidity acceptance for the mesons is restricted to $|y| < 2.5$ and the CTEQ2L distribution has been used. For comparison, the cross-section for $J/\psi$ production is also shown. Both give a similar shape and differ by about a factor of ten in absolute value.
15.8.2.3 Production of $J/\psi$ with a photon or a massive vector boson

The associated production of a $J/\psi$ meson at the LHC, together with a photon, should not be dominated by fragmentation contributions up to $p_T$ values of 50 GeV [15-171]. This should be due to the fact that $q\bar{q}$ initial states are suppressed at the LHC. The more abundant $gg$ initial states do not contribute to this process at leading order, higher order corrections are expected to be negligible. The expected differential cross-section (with the restriction $|y| < 2.5$) ranges from about 0.1 pb/GeV for $p_T = 20$ GeV to 0.5 nb/GeV at 100 GeV transverse momentum. A further possibility is the associated study of the production of $J/\psi$ mesons with a W or Z boson, as discussed in [15-172], which can be used to cross-check the predictions of the colour octet model.

15.8.2.4 Open $c\bar{c}$ production

As discussed in [15-55], the production of open charm (i.e. the production of $D\bar{D}$ pairs) is expected to show a similar kinematical dependence on $x_F$ as the production of $J/\psi$ mesons. This can be used as a further constraint to verify predictions of different models. The experimental challenge is the selection of a sample of open charm production. When the $D$ meson decays are reconstructed via $\pi$ and $K$ final states, there is no trigger available to select these. One possibility would be to use a sample of minimum-bias events (selected either by a trigger on random bunch crossings or by a trigger using information from dedicated detectors in the forward region, as mentioned in Section 15.3.2) where $c\bar{c}$ should contribute to a sizeable fraction of the total cross-section. To enrich this sample of events, it could be helpful to do a reconstruction of
charged tracks in the Inner Detector at the higher trigger levels and to pre-select $D$ meson decay candidates. Further studies have to be performed in order to quantify the possible reach of such a selection.

15.8.3 Bottom production

15.8.3.1 Prompt $\Upsilon$ production

The production of bottomonium states should proceed either directly or via the decay of higher mass $b\bar{b}$ states. It exhibits similar discrepancies with respect to the predictions of the colour-singlet model. The cross-sections measured at the Tevatron for the production of the $\Upsilon(1S)$, $\Upsilon(2S)$ and $\Upsilon(3S)$ states [15-173] are larger than the predicted ones, with the discrepancy factor depending on the transverse momentum of the $\Upsilon$ resonance and increasing with increasing $p_T$ (exceeding a factor of ten in the case of the $\Upsilon(1S)$). An advantage of using $\Upsilon$ production, with respect to the production of charmonium states, is the possibility to reach smaller transverse momenta in case of the $\Upsilon$, due to experimental selection requirements.

The associated production of an $\Upsilon$ meson together with a $W$ or $Z$ boson has been proposed [15-174] as a possible check for different model predictions. The dominant contribution to this process is expected from the production of a $b\bar{b}$ colour-octet state, which then binds to a $P$-wave state, that subsequently decays to an $\Upsilon$. The expected cross-section amounts to 44 fb for $\Upsilon + W$ and 7 fb for $\Upsilon + Z$ production. This channel could also be used to search for heavy particles, decaying into a $W$ or $Z$ boson together with a $b\bar{b}$ pair.

15.8.3.2 Beauty production features

ATLAS will observe $B$-hadrons produced in proton-proton collisions at $\sqrt{s} = 14$ TeV in the central rapidity region, $|\eta| < 2.5$. The lower limit for the $B$-hadron transverse momentum $p_T(B)$ is set by the trigger requiring a muon with $p_T(\mu) > 6$ GeV. This corresponds to approximately $p_T(B) > 10$ GeV. The specific property of this kinematical region is that beauty production should be governed mostly by perturbative QCD. Contributions from non-perturbative diffractive processes are expected to be small, and the interaction between the reaction products and the beam remnants is negligible.

The observed particle spectra represent a composite effect of three factors: the parton densities, the hard partonic subprocess and the hadronisation or fragmentation. The quark distribution functions are measured precisely in deep-inelastic scattering (see Section 15.2) over a range in $x$ from $10^{-1}$ to $10^{-5}$, which fully includes the range $10^{-4} < x < 10^{-1}$ accessible in $B$ production at ATLAS. The fragmentation functions are clearly determined at LEP in $e^+e^-$ annihilation. In the cases when the hard QCD dynamics is well understood, LHC gives access to direct measurements of gluon densities by means of the dominant gluon-gluon fusion process.

The present experimental results at Fermilab [15-175][15-176] indicate that the theory of beauty production is still not complete, suggesting important contributions from higher-order corrections beyond the LO and NLO calculations [15-164][15-177]. At the phenomenological level, the higher-order QCD contributions are interpreted in terms of additional production mechanisms, such as the Flavour Excitation and Parton Showering [15-14]. Methods of experimental separation of different production mechanisms based on the observation of specific phase space regions are discussed in the next sections.
15.8.3.3 Single $b$ differential cross-section

The inclusive single $b$ quark (or $B$-hadron) distributions together with the total visible production cross-section provide the simplest test of theoretical consistency. Typically the shape of the differential cross-section $d^2\sigma/dp_Td\eta$ shows only little sensitivity to the details of the production mechanism. The difference between models is mainly in the overall cross-section normalisation and usually does not exceed the inherent theoretical uncertainties. In this sense, the single $b$ distributions can not be easily used to discriminate between different theories, unless a significant discrepancy is observed.

Due to a large beauty production cross-section and a selective trigger, ATLAS can reconstruct large samples of exclusive $B$-hadron decays. Statistically dominant, with the trigger criteria that have been considered so far, are the exclusive channels with $J/\psi \rightarrow \mu\mu$ (Figure 15-58), which will allow measurements up to $p_T \sim 100$ GeV with negligible statistical errors (about 2000 events with $p_T > 100$ GeV). The region of higher $p_T$ can be covered by inclusive $J/\psi \rightarrow \mu\mu$ measurements. It has been shown that a $J/\psi$ vertex cut will remove the direct $J/\psi$ contribution. A comparison with exclusive decays can be used for calibration.

Using $b\bar{b} \rightarrow J/\psi(\mu\mu) X$ events (where the $b$ quark was required to have a transverse momentum larger than 40 GeV), which were passed to a full detector simulation, the efficiency for the reconstruction of muons using the combined information from the muon chambers, the Inner Detector and the calorimeters was studied (for more details on the combined reconstruction procedure see Section 8.1). As seen in Figure 15-60, the muons from the $J/\psi$ decay can be identified with high efficiency, despite the large transverse momentum of the $b$ jet. For a transverse momentum of the muon larger than 10 GeV the efficiency reaches a value of about 85%.

Figure 15-58 Number of reconstructed inclusive and exclusive $B$-hadron decays to $J/\psi(\mu\mu)$ for 30 fb$^{-1}$, as a function of the minimum transverse momentum of the $B$-hadron. The solid line corresponds to inclusive events ($b\bar{b} \rightarrow J/\psi X$ with $J/\psi \rightarrow \mu\mu$). The sum of the following exclusive channels is shown as the dashed line: $B_d \rightarrow J/\psi K^0(\pi\pi)$, $B_d \rightarrow J/\psi K^0*(K\pi\pi)$, $B^* \rightarrow J/\psi K^*$, $B_s \rightarrow J/\psi \phi(KK)$ and $\Lambda_b \rightarrow J/\psi \Lambda^0(\rho\pi)$, always with $J/\psi \rightarrow \mu\mu$.

Figure 15-59 Azimuthal $\mu\mu$ correlations at the LHC (from [15-179]). Shown are the different mechanisms contributing in PYTHIA to the $\Delta\phi$ spectrum: flavour excitation $gb \rightarrow gb$ (dash-dotted curve), gluon–gluon fusion $gg \rightarrow b\bar{b}$ (dotted curve), gluon–gluon scattering followed by gluon splitting $gg \rightarrow gg$ with $g \rightarrow b\bar{b}$ (dashed curve) and the sum of all contributions (solid curve).
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Figure 15-60 Reconstruction efficiency for muons from $b\bar{b} \to J/\psi(\mu\mu)X$ events (with a minimal transverse momentum of the $b$ quark of 40 GeV) as a function of the minimum muon transverse momentum $p_T$.

Figure 15-61 Mass resolution for muon pairs from $b\bar{b} \to J/\psi(\mu\mu)X$ events (with a minimum transverse momentum of the $b$ quark of 40 GeV). Shown is the distribution of the invariant mass $m$ of the muon pair.

Figure 15-61 the resolution in the invariant mass of the muon pair is shown, from a fit of a Gaussian a resolution of 39 MeV is obtained. The resolution does not degrade in comparison with the case when the $J/\psi$ is reconstructed from the tracks of the Inner Detector (using information from the event simulation for the identification of the muons, as discussed in Section 6.6.1 of [15-178]). The probability to lose an event due to the matching of a muon (from the muon system) to a wrong track in the Inner Detector is only about 10%, leading to events where the invariant mass of the muon pair is outside a $3\sigma$ window around the nominal $J/\psi$ mass. This is the result of a first study, where further improvements, especially on the loss of events, are expected.

The lower $p_T$ limit on channels with $J/\psi \to \mu\mu$ comes from the muon trigger and muon identification performance. There are exclusive channels with electrons and hadrons reconstructed with $p_T < 10$ GeV, but they are biased by a LVL1 $p_T$ cut on the muon coming from the associated $B$ hadron. These events can be used for $b-\bar{b}$ correlation measurements, as discussed below.

15.8.3.4 $b-\bar{b}$ correlations

The correlations between the $b$ and $\bar{b}$ quarks are usually presented in terms of the azimuthal angular difference $\Delta \phi$. In Figure 15-59 the expected azimuthal correlation $\Delta \phi_{\mu\mu}$ between the muons from the $b$ and $\bar{b}$ decay is shown, which can be used to get information about the correlation between the $b$ and $\bar{b}$. The domain of back-to-back kinematics, $\Delta \phi_{\mu\mu} \sim \pi$, is mostly populated by the LO QCD contribution. On the contrary, the effects of higher orders are most pronounced in the deviations from this back-to-back configuration. The region of $\Delta \phi_{\mu\mu} \sim 0$ is free of the LO contribution, and so is only sensitive to the NLO contributions.

$b-\bar{b}$ correlations can be measured by full reconstruction of one of the associated $B$ hadrons and by the inclusive reconstruction (lepton) of the other $B$ hadron (see Section 17.1.1). After the exclusive reconstruction of a $B$ hadron, no isolation cuts are needed to separate an accompanying lepton. This type of event gives a possibility to detect $b$ and $\bar{b}$ quarks produced close to each other. There will be approximately $5 \times 10^7$ events of this type after three years, however, they are
mostly concentrated at $\Delta \phi \sim \pi$, with only a minor part contributing to the region of interest $\Delta \phi \sim 0$. Besides that, the angular correlations should be studied for different transverse momenta of $b$ and $\bar{b}$ quarks. All this requires high statistics, which can be obtained by an inclusive reconstruction of $J/\psi$ from $B$ hadrons and a lepton from the semileptonic decays of the associated anti-$B$ hadrons. The argument for not requiring the lepton to be isolated from $J/\psi$ is still valid. The expected number of events as listed in Table 15-1 is of the order of $6 \times 10^6$. The exclusive decays can be used for calibration. For large transverse momenta the statistics can be extended by using inclusive events with two muons of opposite charge coming from semileptonic decays of two $B$ hadrons. The selection of these events at the trigger is under study; as discussed in Section 11.6 the second level trigger is capable to accept the expected rate of two muon events. Requiring for the second muon a threshold of $p_T(\mu) > 5$ GeV will give in 3 years of the order of $10^9$ events (after the second level trigger) with two muons from $b\bar{b}$ events (including the contribution from minimum bias events). More studies are needed to assess the final contribution from $c\bar{c}$ production and from $\pi/K$ decays.

<table>
<thead>
<tr>
<th>Inclusive decay channel</th>
<th>Number of events for inclusive reconstruction</th>
<th>Exclusive channels with the same lepton content</th>
<th>Number of events in reconstructed exclusive channels</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b\bar{b} \to \mu J/\psi(\mu\mu) X$</td>
<td>$2.8 \times 10^6$</td>
<td>$bB \to \mu J/\psi(\mu\mu) \ had$</td>
<td>$2.1 \times 10^5$</td>
</tr>
<tr>
<td>$b\bar{b} \to e J/\psi(\mu\mu) X$</td>
<td>$3.6 \times 10^6$</td>
<td>$bB \to e J/\psi(\mu\mu) \ had$</td>
<td>$2.1 \times 10^5$</td>
</tr>
<tr>
<td>$b\bar{b} \to \mu J/\psi(\mu\mu) X$</td>
<td>$0.6 \times 10^6$</td>
<td>$bB \to \mu J/\psi(\mu\mu) \ had$</td>
<td>$0.9 \times 10^5$</td>
</tr>
</tbody>
</table>

### 15.8.3.5 Production asymmetry

The $B$-hadron production asymmetry is defined as the difference of the probabilities of $B$ and $\bar{B}$ hadron production in $pp$ collisions. From the theoretical point of view, the asymmetry can provide information on the effects of soft dynamics during the fragmentation (i.e. the soft interactions between the produced $b$ quark and the remnants of the disrupted proton). However, the relevant physical effects are expected [15-14],[15-180],[15-181] to be unimportant [15-182],[15-183] in the central rapidity region covered by ATLAS.

A production asymmetry always occurs at the presence of a $CP$-violation asymmetry originating from the $B$-hadron decays (see Section 17). In some cases these two effects are expected to be of the same order, for instance in the channels $B^0 \to J/\psi(\mu\mu) K^0$, $B^+ \to J/\psi(\mu\mu) K^+$ and $B_0 \to J/\psi(\mu\mu) \Lambda^0$. These channels are expected to have small $CP$ violation ($<1\%$) due to interference between the lowest and higher-order decay amplitudes. A method of separation of these two effects is considered, which is based on the fact that the production asymmetry varies with transverse momentum and the rapidity of produced $b$ quark, while the decay process should remain the same.

However, measurements of such small effects will require very good understanding of the possible detection asymmetries. For the selected channels the LVL1 trigger asymmetries due to muon charge are not relevant, as a muon comes from the decay of the $J/\psi$. In the Inner Detector
the asymmetry may come from differences in hadron reconstruction with opposite charges, e.g. due to strong interaction cross-sections. More details on systematic uncertainties can be found in Chapter 17.

15.8.3.6 Production polarisation

The polarisation phenomenon is closely related to the production mechanism and, probably, includes an interplay between ‘hard’ and ‘soft’ interactions. This topic is addressed in Section 17.5.

15.8.3.7 Double beauty production

The production of two heavy-quark pairs is a fourth-order QCD process, and so provides a sensitive test of perturbative QCD. The full fixed-order $O(\alpha_s^4)$ calculation [15-184] for $p\ p$ collisions at the LHC gives a cross-section of about 440 nb which contrasts with a value of 3800 nb predicted by PYTHIA. This difference maybe due to an underestimation of higher order effects in the fixed order QCD calculation, together with an overestimation of these by PYTHIA.

Even the larger (PYTHIA) cross-section prediction is, however, too small to allow the double beauty production detection and its separation from the background processes. For the B physics studies requiring tagging of $B$ flavour it was shown [15-184] that the probability of a wrong tag due to double $b$ production will be negligible: $10^{-4} - 10^{-3}$, as also discussed in more detail in Section 17.2.2.4.

15.8.4 Top production

15.8.4.1 Total cross-section

Within perturbative QCD, higher order corrections to the total cross-section for top pair production are under control and the scale uncertainty for a NLO calculation is of the order of 10% at Tevatron energies and similar for the LHC. When taking into account a resummation of soft gluon effects [15-185], the uncertainty is decreased to about 5% for LHC energies. The inclusion of the soft gluon resummation leads to an increase of the cross-section for a large scale and even to a decrease at a small scale, thus reducing the scale dependence. The total cross-section for $t\bar{t}$ production (assuming a top quark mass of 175 GeV and using the MRSR2 parton distribution set [15-141]) is 803 pb at NLO and 833 pb for NLO including the NLL resummation [15-185]. In Figure 15-62 the dependence of the total $t\bar{t}$ cross-section on the top mass, $m_{\text{top}}$, is shown for the NLO calculation including the NLL resummation. In addition, the predictions of the NLO+NLL as well as the one of the NLO calculation alone are shown, for setting the scale $\mu$ to the values $\mu = 2\mu_0$ and $\mu = \mu_0/2$ (where $\mu_0 = m_{\text{top}}$). As mentioned above, the sizeable scale dependence at NLO is reduced when the NLL resummation is included.

An uncertainty of similar size (to the one of the scale uncertainty) arises due to the choice of the parton distribution function. The precision on the measurement of the total cross-section is expected to be dominated by the knowledge of the absolute scale of the luminosity. More details on the experimental selection and the study of systematic uncertainties can be found in Section 18.1.4.1. An error of 5% on the total $t\bar{t}$ cross-section corresponds (when the validity of the NLO+NLL calculation is assumed) to an error of 1% on the top mass.
15.8.4.2 Inclusive $p_T$ distribution of the $t\bar{t}$ pair

The measurement of the $p_T$ of the top quark for the top pair production is important for the understanding of the top production efficiencies needed for a precise cross-section measurement. In contrast to the measurement of the inclusive $p_T$ distribution for $b$ quark production (which can be done using the inclusive measurement of the transverse momentum of muons), this measurement will start from a reconstructed top quark decay, where details on the cuts for the selection of top quarks are given in Section 18.1.2.

In Figure 15-63 the integrated cross-section for $t\bar{t}$ production is shown as a function of the minimal transverse momentum of the $t\bar{t}$ pair. The NLO calculation [15-177] (using the MRST parton distribution set) is shown for a value of the scale $\mu$ being equal to $\mu_0$, where $\mu_0$ is given by $\mu_0^2 = m_{top}^2 + p_{T, top}^2$. The scale uncertainty is obtained by choosing the settings $\mu = 2\mu_0$ and $\mu = \mu_0 / 2$ for the scale $\mu$.

Figure 15-64 Differential cross-section for $t\bar{t}$ production as a function of the normalised centre-of-mass energy $\sqrt{s}/\tau$ (where $\tau = s/\hat{s}$) of the partonic initial state for the three different parton-parton initial states (from [15-163], using the MRST pdf).
15.8.4.3 $t\bar{t}$ mass distribution

A clarification of possible deviations in the production cross-section regarding new physics needs to study kinematical distributions, like the invariant mass of the $t\bar{t}$ pair. Deviations from the QCD expectation (like new $s$-channel resonances) should give characteristic signatures in the invariant mass distribution. Furthermore the extraction of Higgs decay into $t\bar{t}$ (at low tan\(\beta\)) requires a precise knowledge of the invariant mass distribution. More details can be found in Section 18.1.4.

The precise measurement of the production of top quark pairs can be used to put constraints on the gluon density. Figure 15-64 shows the differential cross-section for top pair production at the LHC as a function of the normalised hard process centre-of-mass energy $\sqrt{\tau} = \sqrt{x_1 \cdot x_2}$. For value of $\sqrt{\tau} < 0.1$ the cross-section is dominated by the gluon-gluon initial state, for larger values of $\sqrt{\tau}$ the quark-gluon initial state starts to dominate.

15.9 Conclusion

The overview presented in this section illustrates the variety of QCD related processes that can be studied using the ATLAS detector. These measurements are of importance as a study of QCD at the LHC, accessing a new kinematic regime at the highest energy accessible in the laboratory. On the other hand, a precise knowledge and understanding of QCD processes is important for the studies of the Higgs boson(s) and searches for new physics beyond the Standard Model, where QCD represents a large part of the background.

The study of diffractive processes, which allows to access the hard and soft regime of QCD at the same time, presents a significant experimental challenge in the LHC environment and given the limited angular acceptance of the ATLAS detector. More detailed studies are needed to quantify and prove the ideas sketched in this section and to validate the design of the additional detectors envisaged.

At the present stage of these studies of QCD related processes, the possible constraints on parton density functions are difficult to quantify. Given more precise information about the actual measurement range possible and the achievable accuracy (obtained from detailed simulation of the detector response), it will be necessary to perform ‘global fits’ to determine the impact of the LHC measurements. As a further study one should investigate the amount of information on the parton distributions, that can be deduced from the LHC data alone.

Candidate signatures to provide constraints on the quark and anti-quark distributions are the production of $W$ and $Z$ bosons via the Drell-Yan process as well as lepton pair production in general. On the other hand, the production of direct photons, of jets and of top quarks can be used to get information on the gluon distribution.

The LHC will extend the kinematic range to larger values of $Q^2$, the hard scale of the partonic process, reaching scales of the order of $\text{TeV}^2$. The fraction of the proton momentum attributed to a parton will allow access to values below $10^{-5}$, while keeping the scale above $100 \text{ GeV}^2$, in contrast to HERA measurements, where these small momentum fractions are only reached for hard scales close to or even below 1 GeV$^2$. 
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16 Physics of electroweak gauge bosons

Gauge bosons and gauge-boson pairs will be abundantly produced at the LHC. The large statistics and the high centre-of-mass energy will allow several precision measurements to be performed, which should improve significantly the precision achieved at present machines. Two examples of such measurements are discussed in this Chapter: the measurement of the $W$ mass, which will benefit mainly from the large statistics, and the measurement of Triple Gauge Couplings (TGCs), which will benefit from both the large statistics and the high centre-of-mass energy.

In addition, measurements related to inclusive gauge boson production, gauge-boson pair production and gauge boson plus jet(s) production will be important to understand the underlying physics and measure the background for new particle searches. These issues are discussed in Section 15.7. Finally, $Z$ production will be one of the main tools for the in situ calibration of the detector mass scale (Chapter 12).

16.1 Measurement of the $W$ mass

At the time of the LHC start-up, the $W$ mass will be known with a precision of about 30 MeV from measurements at LEP2 [16-1] and Tevatron [16-2]. The motivation to improve on such a precision is discussed briefly below. The $W$ mass, which is one of the fundamental parameters of the Standard Model, is related to other parameters of the theory, i.e. the QED fine structure constant $\alpha$, the Fermi constant $G_F$ and the Weinberg angle $\sin\theta_W$, through the relation

$$m_W = \frac{\frac{\pi \alpha}{\sqrt{G_F} \sin\theta_W}}{1 - \Delta R}$$

where $\Delta R$ accounts for the radiative corrections which amount to about 4%. The radiative corrections depend on the top mass as $\sim m_{top}^2$ and on the Higgs mass as $\sim \log m_H$. Therefore, precise measurements of both the $W$ mass and the top mass allow constraining the mass of the Standard Model Higgs boson or of the $h$ boson of the MSSM. This constraint is relatively weak because of the logarithmic dependence of the radiative corrections on the Higgs mass.

Equivalent errors in the above relation arising from the uncertainties in the top mass and in the $W$ mass imply that the precision on the top mass and on the $W$ mass should be related by the expression

$$\Delta m_W \approx 0.7 \times 10^{-2} \Delta m_{top}$$

Since the top mass will be measured with an accuracy of about 2 GeV at the LHC (see Chapter 18), the $W$ mass should be known with a precision of 15 MeV or better, so that it does not become the dominant error in the Higgs mass estimation. Such a precision is beyond the sensitivity of Tevatron and LEP2.

A study was performed to assess whether ATLAS will be able to measure the $W$ mass to better than 20 MeV [16-3]. This measurement, which will be performed in the initial phase at low luminosity as the top mass measurement, would constrain the mass of the Higgs boson to better than 30%. When and if the Higgs boson will be found, such constraints would provide an im-
portant consistency check of the theory, and in particular of its scalar sector. Disentangling between the Standard Model and the MSSM might be possible, since the radiative corrections to the W mass are expected to be a few percent larger in the latter case.

The measurement of the W mass at hadron colliders is sensitive to many subtle effects which are difficult to predict before the experiment starts. However, based on the present knowledge of the ATLAS detector performance and on the experience from the Tevatron, it should be possible to make a reasonable estimate of the total uncertainty and of the main contributions to be expected. In turn, this will lead to requirements for the detector performance and theoretical inputs which are needed to achieve the desired precision. This is the aim of the study which is described in the next Sections.

16.1.1 The method

The measurement of the W mass at hadron colliders is performed in the leptonic channels. Since the longitudinal momentum of the neutrino cannot be measured, the transverse mass \( m_T^W \) is used. This is calculated using the transverse momenta of the neutrino and of the charged lepton, ignoring the longitudinal momenta:

\[
m_T^W = \sqrt{\frac{p_T^l p_T^\nu (1 - \cos\Delta\phi)}{2}}
\]

where \( l = e, \mu \). The lepton transverse momentum \( p_T^l \) is measured, whereas the transverse momentum of the neutrino \( p_T^\nu \) is obtained from the transverse momentum of the lepton and the momentum \( \vec{u} \) of the system recoiling against the W in the transverse plane (hereafter called ‘the recoil’):

\[
p_T^\nu = -|p_T^l + \vec{u}|
\]

The distribution of \( m_T^W \), and in particular the trailing edge of the spectrum, is sensitive to the W mass. Therefore, by fitting the experimental distribution of the transverse mass with Monte Carlo samples generated with different values of \( m_W \), it is possible to obtain the mass which best fits the data. The trailing edge is smeared by several effects, such as the W intrinsic width and the detector resolution. This is illustrated in Figure 16-1, which shows the distribution of the W transverse mass as obtained at particle level (no detector resolution) and by including the energy and momentum resolution as implemented in ATLFAST. The smearing due to the finite resolution reduces the sharpness of the end-point and therefore the sensitivity to \( m_W \).

When running at high luminosity, the pile-up will smear significantly the transverse mass distribution, therefore the use of the transverse-mass method will probably be limited to the initial phase at low luminosity. Alternative methods are mentioned in Section 16.1.4.
16.1.2 \( W \) production and selection

At the LHC, the cross-section for the process \( pp \to W+X \) with \( W \to l\nu \) and \( l = e, \mu \) is 30 nb. Therefore, about 300 million events are expected to be produced in one year of data taking at low luminosity. Such a cross-section is a factor of ten larger than at the Tevatron \((\sqrt{s} = 1.8 \text{ TeV})\).

To extract a clean \( W \) signal, one should require:

- An isolated charged lepton \((e \text{ or } \mu)\) with \( p_T > 25 \text{ GeV} \) inside the region devoted to precision physics |\( \eta \)| < 2.4.
- Missing transverse energy \( E_T^{\text{miss}} > 25 \text{ GeV} \).
- No jets in the event with \( p_T > 30 \text{ GeV} \).
- The recoil should satisfy |\( u \)| < 20 GeV.

The last two cuts are applied to reject \( W \)'s produced with high \( p_T \), since for large \( p_T^W \) the transverse mass resolution deteriorates and the QCD background increases. The acceptance of the above cuts is about 25%. By assuming a lepton reconstruction efficiency of 90\% and an identification efficiency of 80\%, a total selection efficiency of about 20\% should be achieved. Therefore, after all cuts about 60 million \( W \)'s are expected in one year of data taking at low luminosity \((10 \text{ fb}^{-1})\), which is a factor of about 50 larger than the statistics expected from the Tevatron Run 2.

16.1.3 Expected uncertainties

Due to the large expected event sample, the statistical uncertainty on the \( W \) mass should be smaller than 2 MeV for an integrated luminosity of 10 fb\(^{-1}\).

Since the \( W \) mass is obtained by fitting the experimental distribution of the transverse mass with Monte Carlo samples, the systematic uncertainty will come mainly from the Monte Carlo modelling of the data, \textit{i.e.} the physics and the detector performance. Uncertainties related to the physics include the knowledge of: the \( W \) \( p_T \) spectrum and angular distribution, the parton distribution functions, the \( W \) width, the radiative decays and the background. Uncertainties related to the detector include the knowledge of: the lepton energy and momentum scale, the energy and momentum resolution, the detector response to the recoil and the effect of the lepton identification cuts. At the LHC, as now at the Tevatron, most of these uncertainties will be constrained \textit{in situ} by using data samples such as \( Z \to ll \) decays. The latter will be used to determine the lepton energy scale, to measure the detector resolution, to model the detector response to the \( W \) recoil and the \( p_T \) spectrum of the \( W \), \textit{etc.}

The advantages of ATLAS with respect to the Tevatron experiments are:

- The large number of \( W \) events mentioned above.
- The large size of the ‘control samples’. About six million \( Z \to ll \) decays, where \( l = e, \mu \), are expected in one year of data taking at low luminosity after all selection cuts. This is a factor of about 50 larger than the event sample from the Tevatron Run 2.
- ATLAS is more powerful than CDF and D0 are, in terms of energy resolution, particle identification capability, geometrical acceptance and granularity. Maybe more important for this measurement is the fact that ATLAS will benefit, when data taking will start, from extensive and detailed simulation and test-beam studies of the detector performance.
Nevertheless, ATLAS is a complex detector, which will require a great deal of study before its behaviour is well understood [16-4].

To evaluate the expected systematic uncertainty on the $W$ mass, $W \to l \nu$ decays were generated with PYTHIA and processed with ATLFAST. After applying the selection cuts discussed above, a transverse mass spectrum was produced for a reference mass value (80.300 GeV). All sources of systematic uncertainty affecting the measurement of the $W$ mass from CDF Run 1A [16-5] were then considered (recent CDF and D0 results based on the full Run 1 statistics can be found in [16-6]). Their magnitude was evaluated in most cases by extrapolating from the Tevatron results, on the basis of the expected ATLAS detector performance. The resulting error on the $W$ mass was determined by generating new $W$ samples, each one including one source of uncertainty, and by comparing the resulting transverse mass distributions with the one obtained for the reference mass. A Kolmogorov test [16-7] was used to evaluate the compatibility between distributions.

Since the goal is a total error of ~20 MeV, the individual contributions should be much smaller than 10 MeV. A large number of events was needed to achieve such a sensitivity. With three million events after all cuts, corresponding to twelve million events at the generation level, a sensitivity at the level of 8 MeV was obtained.

The main sources of uncertainty and their impact on the $W$ mass measurement are discussed one by one in the next Sections. The total error and some concluding remarks are presented in Section 16.1.4.

16.1.3.1 Lepton energy and momentum scale

This is the dominant source of uncertainty on the measurement of the $W$ mass from Tevatron Run 1, where the absolute lepton scale is known with a precision of about 0.1% [16-5][16-8]. Most likely, this will be the dominant error also at the LHC. Indeed, in order to measure the $W$ mass with a precision of 20 MeV or better, the lepton scale has to be known to 0.02%. The latter is the most stringent requirement on the energy and momentum scale from LHC physics. It should be noted that a precision of 0.04% must be achieved by the Tevatron experiments in Run 2, in order to measure the $W$ mass to 40 MeV [16-2].

The lepton energy and momentum scale will be calibrated in situ at the LHC by using physics samples, which will complement the information coming from the hardware calibration and the test-beam measurements. The methods and preliminary results from full-simulation studies are discussed in Chapter 12. The muon scale will be calibrated by using mainly $Z \to \mu \mu$ events, and the EM Calorimeter scale will be calibrated by using mainly $Z \to ee$ events or $E/p$ measurements for isolated electrons. The main advantage of the LHC compared to the Tevatron is the above-mentioned large sample of $Z \to ll$ decays. The $Z$ boson is close in mass to the $W$ boson, therefore the extrapolation error from the point where the scale is determined to the point where the measurement is performed is small. In Run 1A, due to the small number of $Z$ events, the central tracker of CDF was calibrated by using $J/\psi \to \mu \mu$ decays, whereas the calorimeter scale was transferred from the tracker by using $E/p$ measurements for isolated electrons [16-5]. The extrapolation error from the $J/\psi$ mass to the $W$ mass is one of the dominant sources of uncertainty in the CDF measurement of the $W$ mass from Run 1A. For Run 1B [16-6], $J/\psi \to \mu \mu$ and $Y \to \mu \mu$ decays were used as cross-checks, but $Z \to \mu \mu$ was used as the reference mass to determine the momentum scale, thanks to the larger statistics compared to Run 1A. For what concerns the energy scale, inconsistencies in the $E/p$ scale determination have not been resolved, therefore the
calorimeter scale is based solely on the $Z \rightarrow ee$ mass. In the absence of a magnetic field, D0 can only use $Z \rightarrow ee$ events to calibrate the EM Calorimeter [16-8]. The resulting uncertainty is dominated by the limited statistics of the $Z$ sample.

The error on the absolute lepton scale to be expected in ATLAS was evaluated by extrapolating from the CDF uncertainties for Run 1A. It was found that, both for electrons and muons, an uncertainty of 0.02% is difficult to achieve but not impossible. This has been confirmed by full-simulation studies (Chapter 12). To reach such a precision, however, several experimental constraints, e.g. knowledge of the magnetic field to the 0.1% level and of the Inner Detector material to ~1%, should be satisfied. Indeed, only in an overconstrained situation will it be possible to disentangle the various contributions to the detector response, and therefore to derive a reliable systematic error.

16.1.3.2 Lepton energy and momentum resolution

To limit the uncertainty on the $W$ mass from the lepton resolution to less than 10 MeV, the EM Calorimeter energy resolution and the Inner Detector and Muon System momentum resolutions have to be known with a precision of better than 1.5%.

The lepton energy and momentum resolution will be determined at the LHC by using information from test-beam and from Monte Carlo simulations of the detector, as well as in situ measurement of the $Z$ width in $Z \rightarrow ll$ final states. These methods are used presently at the Tevatron. As an example, the statistical error on the momentum resolution obtained by CDF in Run 1A is 10%, whereas the systematic error is only 1% and is dominated by the uncertainty on the radiative decays of the $Z$ [16-5]. Since the performance of the ATLAS Inner Detector in terms of momentum resolution is expected to be similar to that of CDF, and since the statistical error at the LHC will be negligible, a total error of less than 1.5% should be achieved. There is even the possibility that this uncertainty decreases, if improved theoretical calculations of radiative $Z$ decays will become available.

16.1.3.3 $W$ $p_T$ spectrum

The modelling of $p_T^W$ in the Monte Carlo is affected by both theoretical and experimental uncertainties. Theoretical uncertainties arise from the difficulty in predicting the non-perturbative regime of soft-gluon emission, as well as from missing higher-order QCD corrections (see Section 15.7.3). Experimental uncertainties are mainly related to the difficulty of simulating the detector response to low-energy particles.

Therefore, the method used by CDF to obtain a reliable estimate of $p_T^W$ for Run 1A consisted of measuring the $p_T$ distribution of the $Z$ boson from $Z \rightarrow ll$ events in the data, and using the $p_T^Z$ spectrum as an approximation for the $p_T^W$ spectrum in the Monte Carlo, exploiting the fact that both gauge bosons have similar $p_T$ distributions. The $p_T^W$ distribution obtained in this way can be further improved by requiring that the recoil distributions in the Monte Carlo and in the $W$ data agree [16-5]. The resulting error on the $W$ mass from CDF Run 1A is about 45 MeV per channel and is dominated by the limited statistics of the $Z$ and $W$ samples in the data [16-5]. For

---

1. In order to meet this requirement, one month during detector installation will be devoted to the measurement of the magnetic field.
Run 1B an improved method was adopted, which consisted of using the theoretical prediction for the ratio $p_T^{W}/p_T^{Z}$ (in this ratio several uncertainties cancel) to convert the measured $p_T^{Z}$ into $p_T^{W}$.

At the LHC, the average transverse momentum of the $W$ ($Z$) is 12 GeV (14 GeV), as given by PYTHIA. Over the range $p_T^{(W,Z)} < 20$ GeV, both gauge bosons have $p_T$ spectra which agree to within ±10%. By assuming a negligible statistical error on the knowledge of $p_T^{Z}$, which will be measured with high-statistics data samples, and by using the $p_T^{Z}$ spectrum instead of the $p_T^{W}$ distribution, an error on the $W$ mass of about 10 MeV per channel was obtained without any further tuning. Although the leading-order parton shower approach of PYTHIA is only an approximation to reality (see Section 15.7.3), this result is encouraging. Furthermore, improved theoretical calculations for the ratio of the $W$ and $Z$ $p_T$ should become available at the time of the LHC, so that the final uncertainty will most likely be smaller than 10 MeV.

16.1.3.4 Recoil modelling

The transverse momentum of the system recoiling against the $W$, together with the lepton transverse momentum, is used to determine the $p_T$ of the neutrino (see Equation 16-1). The recoil is mainly composed of soft hadrons from the underlying event, for which neither the physics nor the detector response are known with enough accuracy. Therefore, in order to get a reliable recoil distribution in the Monte Carlo, information from data is used at the Tevatron, and will most likely be used also at the LHC. More precisely, in each Monte Carlo event with a given $p_T^{W}$, the recoil is replaced by the recoil measured in the data for $Z$ events characterised by a $p_T$ of the $Z$ boson similar to the above-mentioned $p_T^{W}$. The resulting error on the $W$ mass from CDF Run 1A is 60 MeV per channel, and is dominated by the limited statistics of $Z$ data. Results from CDF and D0 based on the full statistics of Run 1[16-6] show that this uncertainty scales with $\sqrt{N}$, where $N$ is the number of events. Extrapolating to the LHC data sample, an error of smaller than 10 MeV per channel should be achieved. It should be noted that the recoil includes the contribution of the pile-up expected at low luminosity (two minimum-bias events per bunch crossing on average).

16.1.3.5 $W$ width

The intrinsic width of the $W$, which is known with a precision of 85 MeV from measurements at the Tevatron, translated into an error of 20 MeV per channel on the $W$ mass measurement from CDF Run 1A [16-5].

At hadron colliders, the $W$ width can be obtained from the measurement of $R$, the ratio between the rate of leptonically decaying $W$'s and leptonically decaying $Z$'s:

$$ R = \frac{\sigma_W}{\sigma_Z} \times \frac{BR(W \rightarrow lV)}{BR(Z \rightarrow ll)} $$

where the $Z$ branching ratio ($BR$) is obtained from LEP measurements, and the ratio between the $W$ and the $Z$ cross-sections is obtained from theory. By measuring $R$, the leptonic branching ratio of the $W$ can be extracted from the above formula, and therefore $\Gamma_W$ can be deduced assuming Standard Model couplings for the $W$. The precision achievable with this method is limited by the theoretical knowledge of the ratio of the $W$ to the $Z$ cross-sections. Another method consists of fitting the high-mass tails of the transverse mass distribution, which are sensitive to the $W$ width.
At the Tevatron Run 2 the $W$ width should be measured with a precision of 30 MeV by using both the above-mentioned methods [16-2], which translates into an error of 7 MeV per channel on the $W$ mass. This is however a conservative estimate for the LHC, since one could also use the $W$ width as predicted by the Standard Model, as it has been done by CDF for Run 1B. Furthermore, the $W$ width should be measured at the LHC with high precision by using the high-mass tails of the transverse mass distribution, as mentioned above.

16.1.3.6 Radiative decays

Radiative $W \rightarrow l\nu\gamma$ decays produce a shift in the reconstructed transverse mass, which must be precisely modelled in the Monte Carlo. Uncertainties arise from missing higher-order corrections, which translated into an error of 20 MeV on the $W$ mass as measured by CDF in Run 1A. Improved theoretical calculations have become available since then [16-9]. Furthermore, the excellent granularity of the ATLAS EM Calorimeter, and the large statistics of radiative $Z$ decays (Section 12.3.2), should provide useful additional information. Therefore, a $W$ mass error of 10 MeV per channel was assumed in this study.

16.1.3.7 Background

Backgrounds distort the $W$ transverse mass distribution, contributing mainly to the low-mass region. Therefore, uncertainties on the knowledge of the background rate and shape translate into an error on the $W$ mass. This error is at the level of 10 MeV (25 MeV) in the electron (muon) channel for the measurement performed by CDF in Run 1A, where the background was known with a precision of about 15% [16-5].

A study was made of the main backgrounds to $W \rightarrow l\nu$ final states to be expected in ATLAS. The contribution from $W \rightarrow \tau\nu$ decays should be of order 1.3% in both, the electron and the muon channel. The background from $Z \rightarrow ee$ decays to the $W \rightarrow e\nu$ channel is expected to be negligible, whereas the contribution of $Z \rightarrow \mu\nu$ decays to the $W \rightarrow \mu\nu$ channel could amount to 4%. The difference between these two channels is due to the fact that the Calorimetry coverage extends up to $|\eta| \sim 5$, whereas the coverage of the Muon System is limited to $|\eta| < 2.7$. Therefore, muons from $Z$ decays which are produced with $|\eta| > 2.7$ escape detection and thus give rise to a relatively large missing transverse momentum. On the other hand, electrons from $Z$ decays produced with $|\eta| > 2.4$ are not efficiently identified, because of the absence of tracking devices and of fine-grained Calorimetry, however their energy can be measured up to $|\eta| \sim 5$. Therefore these events do not pass the $E_T^{miss}$ cut described in Section 16.1.2. Finally, $t\bar{t}$ production and QCD processes are expected to give negligible contributions.

In order to limit the error on the $W$ mass to less than 10 MeV, the background to the electron channel should be known with a precision of 30%, which is easily achievable, and the background to the muon channel should be known with a precision of 7%. The latter could be monitored by using $Z \rightarrow ee$ decays.

16.1.4 Results

The expected contributions to the uncertainty on the $W$ mass measurement, of which some are discussed in the previous Sections, are presented in Table 16-1. With an integrated luminosity of 10 fb$^{-1}$, and by considering only one lepton species ($e$ or $\mu$), the total uncertainty should be about 25 MeV. By combining both lepton channels, which should also provide useful cross-checks
since some of the systematic uncertainties are different for the electron and the muon sample, an error of about 20 MeV should be achieved by ATLAS alone. This error should decrease to about 15 MeV by combining ATLAS and CMS together. Such a precision would allow the LHC to compete with the expected precision at a Next Linear Collider [16-10].

The most serious challenge in this measurement is the determination of the lepton absolute energy and momentum scale to 0.02%. All other uncertainties are expected to be of the order of (or smaller than) 10 MeV. Preliminary results from CDF including the full statistics from Run 1 [16-6] indicate that many of the errors in the second column of Table 16-1 have indeed approached the ATLAS expected uncertainties given in the third column. For instance, the present CDF error coming from uncertainties in the parton distribution functions is only 15 MeV.

To achieve such a goal, improved theoretical calculations of radiative decays, of the $W$ and $Z_p$ spectra, and of higher-order QCD corrections will be needed.

The results presented here have to be considered as preliminary and far from being complete. It may be possible that, by applying stronger selection cuts, for instance on the maximum transverse momentum of the $W$, the systematic uncertainties may be reduced further. Moreover, two alternative methods to measure the $W$ mass can be envisaged. The first one uses the $p_T$ distribution of the charged lepton in the final state. Such a distribution features a Jacobian peak at $p_T \sim m_W/2$ and has the advantage of being affected very little by the pile-up, therefore it could be used at high luminosity. However, the lepton momentum is very sensitive to the $p_T$ of the $W$ boson, whereas the transverse mass is not, and hence a precise theoretical knowledge of the $W$ $p_T$ spectrum would be needed to use this method. Another possibility is to use the ratio of the transverse masses of the $W$ and $Z$ bosons [16-11]. The $Z$ transverse mass can be reconstructed by using the $p_T$ of one of the charged leptons, whilst the second lepton is treated like a neutrino.

**Table 16-1** Expected contributions to the uncertainty on the $W$ mass measurement in ATLAS for each lepton family and for an integrated luminosity of 10 fb$^{-1}$ (third column). The corresponding uncertainties of the CDF measurement in the electron channel, as obtained in Run 1A [16-5], are also shown for comparison (second column).

<table>
<thead>
<tr>
<th>Source</th>
<th>$\Delta m_W$ (CDF)</th>
<th>$\Delta m_W$ (ATLAS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistics</td>
<td>145 MeV</td>
<td>&lt; 2 MeV</td>
</tr>
<tr>
<td>$E$-$p$ scale</td>
<td>120 MeV</td>
<td>15 MeV</td>
</tr>
<tr>
<td>Energy resolution</td>
<td>80 MeV</td>
<td>5 MeV</td>
</tr>
<tr>
<td>Lepton identification</td>
<td>25 MeV</td>
<td>5 MeV</td>
</tr>
<tr>
<td>Recoil model</td>
<td>60 MeV</td>
<td>5 MeV</td>
</tr>
<tr>
<td>$W$ width</td>
<td>20 MeV</td>
<td>7 MeV</td>
</tr>
<tr>
<td>Parton distribution functions</td>
<td>50 MeV</td>
<td>10 MeV</td>
</tr>
<tr>
<td>Radiative decays</td>
<td>20 MeV</td>
<td>&lt; 10 MeV</td>
</tr>
<tr>
<td>$p_T^W$</td>
<td>45 MeV</td>
<td>5 MeV</td>
</tr>
<tr>
<td>Background</td>
<td>10 MeV</td>
<td>5 MeV</td>
</tr>
<tr>
<td>TOTAL</td>
<td>230 MeV</td>
<td>25 MeV</td>
</tr>
</tbody>
</table>
whose $p_T$ is measured by the first lepton and the recoil. By shifting the $m_T^Z$ distribution until it fits the $m_T^W$ distribution, it is possible to obtain a scaling factor between the $W$ and the $Z$ mass and therefore the $W$ mass. The advantage of this method is that common systematic uncertainties cancel in the ratio. The main disadvantage is the loss of a factor of ten in statistics, since the $Z \to ll$ sample is a factor of ten smaller than the $W \to l\nu$ sample. Furthermore, differences in the production mechanism between the $W$ and the $Z$ ($p_T$, angular distribution, etc.), and possible biases coming from the $Z$ selection cuts, will give rise to a non-negligible systematic error.

The final measurement will require using all the methods discussed above, in order to cross-check the systematic uncertainties and to achieve the highest precision.

### 16.2 Gauge-boson pair production

The principle of gauge invariance is used as the basis for the Standard Model. The non-Abelian gauge-group structure of the theory of Electroweak Interactions predicts very specific couplings between the Electroweak gauge bosons. Measurements of these Triple Gauge-boson Couplings (TGC) and Quadruple Gauge-boson Couplings (QGC) of the $W$, $Z$ and $\gamma$ gauge-bosons provide powerful tests of the Standard Model.

Any theory predicting physics beyond the Standard Model, while maintaining the Standard Model as a low-energy limit, may introduce deviations in the couplings. Precise measurements of the couplings will not only be a stringent test of the Standard Model and the electro-weak symmetry breaking, but also probe for new physics in the bosonic sector, and will provide complementary information that given by direct searches for new physics. Radiative corrections within the Standard Model also introduce small deviations in the values of the couplings from those expected at lowest order. The deviations are typically of order of $O(0.001)$; deviations due to corrections from supersymmetric or technicolour theories are comparable to this [16-12]. Experiments that can reach this sensitivity could provide powerful constraints on these models.

In the most general Lorentz invariant parametrisation, the three gauge-boson vertices, $WW\gamma$ and $WWZ$, can be described by fourteen independent couplings [16-13], seven for each vertex. The possible four quadruple gauge-boson vertices: $\gamma\gamma WW$, $Z\gamma WW$, $ZZWW$ and $WWWW$ require 36, 54, 81 and 81 couplings, respectively for a general description. However, on very general theoretical grounds [16-14], it is not possible to introduce QGCs which would not affect the TGCs. In view of this the study presented here concentrate on the TGCs.

Assuming electromagnetic gauge invariance, C- and P-conservation, the set of 14 couplings for the three gauge-boson vertices is reduced to 5: $g_1^Z$, $\kappa_\gamma$, $\kappa_Z$, $\lambda_\gamma$ and $\lambda_Z$ [16-15], where their Standard Model values are equal to $g_1^Z = \kappa_\gamma = \kappa_Z = 1$ and $\lambda_\gamma = \lambda_Z = 0$ at tree level.

The TGCs related to the $WW\gamma$ vertex determine properties of the $W$, such as its magnetic dipole moment $\mu_W$ and electric quadrupole moment $q_W$:

$$\mu_W = \frac{e}{2m_W} (g_1^Z + \kappa_\gamma + \lambda_\gamma)$$

$$q_W = \frac{e}{2m_W} (\kappa_\gamma - \lambda_\gamma)$$
In the following the TGCs are denoted $\Delta g_Z, \Delta \kappa, \Delta\kappa_Z, \lambda_\gamma$ and $\lambda_Z$, where the $\Delta$ denotes the deviations of the respective quantity from its Standard Model value.

The values of the TGCs in the Standard Model are such that scattering processes involving gauge bosons at high energy respect unitarity. Modification of the couplings leads to a potential violation of unitarity since the effective parametrisation does not provide the cancellations at very high energies occur in the Standard Model. To restore unitarity at high energies the TGCs are modified by a dipole form factor with a scale $\Lambda$, such that $\text{TGC} \rightarrow \text{TGC}/(1+s/\Lambda^2)^2$, where $s$ is the centre-of-mass energy of the hard scattering process. Unless otherwise stated, the scale, $\Lambda$, is 10 TeV in the study presented here, corresponding to the point where the unitarity limit and the experimental precision are comparable.

The current limits on the TGCs obtained from the combined Tevatron and LEP2 measurements range from $O(0.1)$ for $\Delta\kappa$ to $O(0.01)$ for $\lambda_{\gamma}$. Extrapolating to the year 2005 leads one to expect that these limits will improve by a factor 10.

The measurement of the TGCs presented here concentrates on fully leptonic final states of $W\gamma$ and $WZ$ production. Backgrounds are expected to be higher in the $WW$ channel and in final states involving jets.

### 16.2.1 $W\gamma$ Production

The characteristic features of leptonic final states of $W\gamma$ di-boson events, that is, $W\gamma \rightarrow l\nu\gamma$ where $l = e$ or $\mu$, imply that extraction of the signal should be straightforward as it involves a high $p_T$ lepton and $\gamma$ in connection with large missing $p_T$. On the other hand, the expected signal cross section is small, about 350 fb for $p_T^\gamma > 100$ GeV; several orders of magnitude below the dominant heavy flavour production processes of QCD that can also lead to events with isolated leptons and large missing energy. The background can be split in one set of events with prompt leptons and $\gamma$’s and another set of events where one or more jets have been mis-identified as leptons or $\gamma$’s. Both sets have their main contribution from heavy flavour pair production, $b\bar{b}$ and $t\bar{t}$, with possible hard QED $\gamma$’s. Additional contributions to the latter set of events come from prompt $\gamma$ production, $q\gamma$, and $W$ production. The following selection is made [16-16].

- Only one $\gamma$ with high $p_T$ ($p_T > 100$ GeV);
- Only one high $p_T$ lepton ($p_T > 40$ GeV) (efficiency of 90% has been assumed);
- Both the lepton and the $\gamma$ should be isolated, $E_{\text{cone}} < 12$ GeV for a cone of radius 0.2;
- Large transverse mass of the lepton and missing $p_T$ system, $m_T^W > 35$ GeV;
- No remaining large jet activity, $E_{\text{max}}(\text{jet}) < 20$ GeV.

These requirements bring the background down to about 20% of the signal, and reduce the expected number of events for an integrated luminosity of 30 fb$^{-1}$ to slightly less than 3000. The very efficient mis-identification rejection in ATLAS (see Sections 7.4, 7.6 and 7.7) implies that the dominant background comes from events with prompt leptons and $\gamma$’s which populate the lower end of the $p_T$ spectrum. In contrast, the contribution from events with high-$p_T$ jets mis-identified as leptons or $\gamma$ is much smaller, but their $p_T$ range is larger.
16.2.1.1 Kinematic reconstruction

In purely leptonic final states from Wγ di-boson events the momentum of the neutrino can be reconstructed by using the W mass as a constraint and assuming that the missing transverse energy is carried off by the neutrino. There is a a two-fold ambiguity in this reconstruction. In the following all distributions that depend explicitly on the neutrino momentum have two entries with equal weight corresponding to this ambiguity. The finite W width is not included in the reconstruction hypothesis and there exist events without a physical solution. For the majority of these events a unique solution is found by neglecting the imaginary part of the complex solution, corresponding to a minimal change of the W mass hypothesis in order to obtain a physical solution.

16.2.2 WZ Production

In analogy with the Wγ analysis, only leptonic final states from WZ production, WZ → llly, where l = e or µ, have been studied. The signal cross section of WZ production is approximately 26 pb at the LHC, reducing to almost 95 fb for pT ≥ 100 GeV. Fully leptonic final states from WZ production are identified by having three energetic leptons, of which two are of equal flavour and opposite charge, in addition to missing pT. As in Wγ production case, the dominant background sources are heavy flavour pair production; additional contributions from prompt Zγ and Z production with jet mis-identification also contribute. These can be reduced by requiring [16-16]

- Exactly three high pT leptons (pT > 25 GeV);
- At least one pair of leptons should have same flavour and opposite sign and have an invariant mass consistent with that of a Z, |mll - mZ| > 10 GeV;
- Large transverse mass of the lepton and missing pT system, mTW > 40 GeV;
- No remaining large jet or γ activity, pT γ < 50 GeV and E_{T,max}(jet) < 20 GeV.

After this selection, about 1200 events remain with a purity of approximately 70% for an integrated luminosity of 30 fb⁻¹.

The reconstruction of the WZ event kinematics follows the same procedure as for the Wγ reconstruction (Section 16.2.1.1).

16.2.3 Determination of Triple Gauge Couplings

The experimental sensitivity to the TGCs comes from the increase of the production cross section and the alteration of differential distributions for non-standard TGCs. The sensitivity is further enhanced at high centre-of-mass energies of the hard scattering process; This effect is more significant for λ type TGCs than for κ type TGCs. As a consequence an increase of in the number of events with large di-boson invariant masses is a clear signature of non-standard TGCs as illustrated on Figure 16-2, where the invariant mass of the hard scattering is shown for Wγ events simulated with the ATLFAST detector simulation program for the Standard Model and non-standard TGCs. For non-standard values of the TGCs the simulation of the hard scattering is based on a leading order calculation [16-15]. In this way, limits on the TGCs can be obtained from event counting in the high-mass region. The disadvantage of such an approach alone is that the behaviour of the cross section as function of the TGCs is such that the ability to disen-
tangle the contributions from different TGCs and even their sign (with respect to SM) is poor. It is therefore advantageous to combine it with information from angular distributions, including the boson decay angles; this improves the sensitivity and enables the f the contributions from non-standard TGCs to be separated.

One observable, $p_T$ of the $\gamma$ or $Z$, traditionally used at hadron colliders, has sensitivity from a combination of high mass event counting and angular distributions. The enhanced sensitivity to the TGCs is due to the vanishing of helicity amplitudes in the Standard Model prediction at small $|\eta|$ [16-15]. Non-standard TGCs may partially eliminate this ‘zero radiation’, although the zero radiation prediction is less significant when including NLO corrections. Several variables and combinations thereof have been studied to assess the possible sensitivity to the TGCs. For both $W\gamma$ and $WZ$ events the variables are very similar; the $\gamma$ momentum is simply replaced with that of the $Z$ reconstructed from the two leptons. The actual behaviour of the variables as function of the couplings and the energy is slightly different for the two processes, due to the mass of the $Z$. In this study two sets of variables have been used (and the equivalent set for $WZ$): $(m_{W\gamma}, |\eta_{\gamma^*}|)$, and $(p_T, \theta^*)$, where $|\eta_{\gamma^*}|$ is the rapidity of the $\gamma$ with respect to the beam direction in the $W\gamma$ system, and $\theta^*$ is the polar decay angle of the charged lepton in the $W$ rest-frame. Both sets consist of one variable sensitive to the energy behaviour and one sensitive to the angular information.

In principle, it possible is to reconstruct the four (six) variables for a $W\gamma$ ($WZ$) event, but lack of statistics make multidimensional binned fits using all information difficult. Alternatively, probability distributions can be constructed by integrating over the initial parton configuration using Monte Carlo.

Distributions of some of the variables used in this analysis are shown in Figures 16-3 and 16-4, for both the standard model expectation and different non-standard TGCs. The strong enhancement for non-standard TGCs at high $p_T$ is clearly visible and, furthermore, the qualitative behaviour is the same for different TGCs. The high sensitivity to the TGCs from $|\eta_{\gamma^*}|$ is due to the characteristic ‘zero radiation’ gap. In contrast the sensitivity to the TGCs from the decay polar angle, $\theta^*$ is weak; it primarily serve as a projector of different helicity components and thereby enhances the sensitivity from other variables.

The determination of the couplings from the different event channels studied in this analysis is done by binned maximum-likelihood fits to distributions of the variables, combined with the total cross-section information. The likelihood function is constructed by comparing the fitted histogram with a reference histogram using Poisson probabilities. The reference distributions are obtained for different values of the couplings by reweighting at generator level.
16.2.4 Systematic uncertainties

At the LHC, the sensitivity to the TGCs is a combination of the very high energy and high luminosity. As the main sensitivity is given by the very high end of the $p_T$ distributions, the important sources of systematic error are those which affect the high energy spectrum. Consequently, the uncertainty arising from the imprecise knowledge of the background is expected to be quite small in the measurement of the TGCs as the dominant background is concentrated at low $p_T$;
non-standard TGCs would increase the number of events in the high end of the \( p_T \) spectrum. For example, the precision on \( \lambda\gamma \) was estimated for a sample with a tighter cut on \( p_T>200 \) GeV. The corresponding change in sensitivity is less than 1%, despite a reduction by more than a factor 10 in the total number of signal events. In the case of \( \Delta\kappa\gamma \) the change in sensitivity is larger; about 50%. The reason for this difference between \( \lambda \)-type and \( \kappa \)-type TGCs is that the precision on \( \lambda \)-type TGCs arises from the high energy behaviour, whereas the limits on the \( \kappa \)-type TGCs benefit from angular information, and, hence, are statistically limited.

Of more theoretical oriented uncertainties to the \( p_T \) distribution is the choice of pdf and higher order corrections. Higher order corrections have been calculated [16-17] and give substantial contributions, up to a factor 3 (Section 15.7.5), and also alter the differential distributions leading to a loss in precision, with the possibility of mimicking non-standard TGCs if not properly accounted for in the fit to data [16-17]. The combination of all these effects will manifest themselves to lowest order as uncertainties in the a \( p_T \) scale.

Finally, it should be stressed that not all observables are equally susceptible to systematic uncertainties. The requirement of a complete reconstruction of the event kinematics introduces many additional sources of systematic errors as it can be seen from the \( W \) mass measurement (Section 16.1.2), favouring the more robust measurement of distributions of \( p_T \) of either \( \gamma \) or \( Z \), where the exact knowledge of the \( W \) kinematics is less important.

### 16.2.5 Results

The expected 95% C.L. limits on the TGCs obtained from fits to binned distributions of observables are listed in Table 16-2 for fits where one coupling is allowed to vary at the time, with the other couplings held fixed at their Standard Model values. For comparison, the ideal case with maximal sensitivity using an unbinned fit to the complete 6 (8) dimensional phase-space distribution of \( W\gamma \) (\( \gamma Z \)) production at generator level is also shown. Such a method relies on the complete reconstruction of the event including the knowledge of the initial partonic configuration and will not be applicable to data. From Table 16-2 it is clear that a part of the sensitivity to the \( \kappa \) type TGCs come from the angular information, whereas sensitivity to the \( \lambda \) type TGCs is completely dominated by the very high energy tails.

#### Table 16-2

| Coupling | 95% C.L. \((m_W, |\eta^*|)\) | 95% C.L. \((p_T, \theta^*)\) | 95% C.L. Ideal case |
|----------|-----------------|-----------------|-----------------|
| \( \Delta\kappa\gamma \)  | 0.035           | 0.046           | 0.028           |
| \( \lambda\gamma \)      | 0.0025          | 0.0027          | 0.0023          |
| \( \Delta g_1^Z \)        | 0.0078          | 0.0089          | 0.0053          |
| \( \Delta\kappa Z \)      | 0.069           | 0.100           | 0.058           |
| \( \lambda Z \)           | 0.0058          | 0.0071          | 0.0055          |

The single parameter limits shown in Table 16-2 represent the best possible precision in the search for anomalous TGCs. In the case of non-standard TGCs, a general multiparameter fit is the only way to establish the nature of the non-standard contribution. For the \( WW\gamma \) TGCs the correlation between \( \Delta\kappa \gamma \) and \( \lambda\gamma \) is small and the two parameter limits are close to the limits in Table 16-2. In contrast the correlation between \( \Delta g_1^Z \) and \( \Delta\kappa Z \) is quite large (\( \sim 50\% \)) worsening the general three parameter limits with about 25%.
In summary a precision of $O(0.001)$ for the best constrained couplings, comparable to the world-limit at the time of the LHC start-up, can be achieved with only $10 \text{ fb}^{-1}$ corresponding to one year of running at low luminosity.

### 16.3 Conclusions

Preliminary studies indicate that measuring the $W$ mass with a precision of about 20 MeV will be challenging. The biggest single advantage of the LHC is the large statistics, which will permit small statistical errors and good control of the systematic uncertainties.

The study of gauge boson pair production in the first years of the LHC will provide a unique opportunity to perform high precision measurements, which will put stringent constraints on the electroweak symmetry breaking and the gauge group structure of the Standard Model, well beyond the precision at the time of the LHC start-up.

To achieve such unprecedented precision, improved theoretical calculations in many areas will be needed, and several challenging experimental requirements will have to be satisfied.
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17 B-physics

17.1 Introduction

The rate of B-hadron production at the LHC is enormous thanks to the large hadronic cross-section for $b$-quark production and the high luminosity of the machine ($L = 10^{33}$ cm$^{-2}$s$^{-1}$ even at so-called low luminosity). About one collision in every hundred will produce a $b$-quark pair, which is a considerably better signal-to-noise ratio than at lower-energy hadron machines such as the Tevatron. In ATLAS, an inclusive-muon trigger with a $p_T$ threshold of 6 GeV will make an initial selection of $B$-events. Using this inclusive selection, about 25% of the muon-trigger events will contain $b$-quarks. In the first year of operation, some $2.3 \times 10^{10}$ $b$-quark pair events will be selected for more detailed analysis in the LVL2 trigger and event filter, that are focused on the selection of specific classes of final states. This event rate will be higher than in any accelerator presently operating, or in any accelerator in operation before the start-up of the LHC.

Although the main focus of the ATLAS physics programme is the search for and study of physics beyond the Standard Model, through the production and decay of new types of particles, an important range of B-physics studies is planned, as discussed in this Chapter. In fact, an important aim of the B-physics work is to test the Standard Model through precision measurements of $B$-hadron decays that together will over-constrain the CKM matrix, possibly giving indirect evidence for new physics. This programme of work will include the following: precise measurements of $CP$ violation in $B$-meson decays, which in the Standard Model is due to a single phase in the CKM matrix; precise measurements of the periods of flavour oscillations in $B^0_s$ as well as $B^0_d$ mesons, and of relative decay rates – such measurements constrain the elements of the CKM matrix; searches for and measurements of very rare decays which are strongly suppressed in the Standard Model and where significant enhancements could provide indirect evidence for new physics. Many of the ATLAS measurements will be more precise than those from experiments at lower-energy machines, thanks to the greater available statistics.

At the LHC, the general-purpose experiments ATLAS and CMS will face stiff competition from LHCb, which is a dedicated $B$-physics experiment. However, even though a dedicated experiment can be better optimised for certain event types, ATLAS will be competitive in several channels. ATLAS will thus play an important role in maximising the combined precision of $B$-physics measurements from the LHC.

In the following, the $B$-physics potential of ATLAS is presented. The remainder of this section introduces the framework concerning the production and triggering of $B$ hadrons. Section 17.2 discusses $CP$-violation measurements in a number of channels, and also addresses the decay channel $B^0_s \rightarrow J/\psi \phi$ more generally, including a discussion on the measurement of $\Delta \Gamma_s$. $B^0_s$-oscillation measurements provide information complementary to the $CP$-violation measurements, and the capabilities of measuring the oscillation parameter are described in Section 17.3. Rare decays of the type $B \rightarrow \mu \nu (X)$ are described in Section 17.4, and finally, other precision measurements are briefly discussed in Section 17.5.
17.1.1 General features of beauty production in ATLAS

ATLAS will observe decays of B hadrons, that are centrally produced in proton–proton collisions at 14 TeV centre-of-mass energy. Events will be selected initially by an inclusive-muon trigger with a \( p_T \) threshold of 6 GeV in the pseudorapidity range \( |\eta| < 2.4 \). Further selections at the trigger level focus on specific final states. For the selected events, the Bjorken \( x \)-variable of the colliding partons will be between \( 10^{-4} \) and \( 10^{-1} \) – this range is an order of magnitude broader than in collider experiments at the Tevatron. The mean value of the \( B \)-hadron transverse momentum with respect to the beam in the statistically dominant channels is 16 GeV or more, which is high enough to justify the perturbative QCD approach [17-1]. At the phenomenological level, the role of higher-order corrections to \( b \)-quark production may be understood in terms of additional production mechanisms, such as flavour excitation and parton showering [17-2].

At the LHC, many studies can be made of \( B \)-hadron production. Measurements include \( b \)-jet differential cross-sections, differential cross-sections of single particles in \( b \)-jets, production asymmetries, production polarisation, \( b-\bar{b} \) correlations, \( b\bar{b} \) final states, doubly-heavy-flavoured hadrons, double \( b \)-quark-pair production, and prompt \( J/\psi \) production. The \( B \)-hadron production features are discussed in more detail in Chapter 15. It is worth noting that the \( B \)-production cross-section is not well understood at the phenomenological level, and that predictions are uncertain to a factor of two or more.

17.1.2 Model used for simulation studies

About 1.5 million \( B \)-hadron events have been simulated using the PYTHIA 5.7 and JETSET 7.4 programs [17-3] for event generation. The flavour-creation, flavour-excitation and gluon-splitting production mechanisms of \( b \)-quarks were included. The simulations were performed with the CTEQ2L set of parton-distribution functions and the default set of PYTHIA parameters, the most important ones being the \( b \)-quark mass \( (m_b = 5 \text{ GeV}) \) and the factorisation scale \( (\mu = p_T^{\text{hard}}) \). The fragmentation of \( b \)-quarks to \( B \)-hadrons was simulated according to the Peterson function with \( \epsilon_b = 0.007 \), as supported by LEP measurements. The choice of parameters was motivated by the fact that the corresponding simulation results reproduce the \( b \)-quark production cross-section at the Tevatron [17-4].

The total \( b\bar{b} \) cross-section is not well defined in PYTHIA when one includes processes other than the lowest-order one for \( b\bar{b} \) production, since PYTHIA takes the partons to be massless, and therefore the cross-section diverges when the transverse momentum approaches to zero. However, what is relevant for ATLAS is the part of the cross-section that passes the trigger – this is 2.3 \( \mu \text{b} \) when the \( b\bar{b} \) events are triggered requiring a muon with \( p_T > 6 \text{ GeV} \) and \( |\eta| < 2.4 \).

About 30\% of all the generated events were processed with a detailed detector-simulation program (the remaining events were used for larger-statistics studies using a parametrisation of the detector performance). The simulation software, based on the GEANT 3 package and described in [17-5], was used to simulate the detector response. For most of the events, only the Inner Detector was simulated, since the analyses rely mostly on charged particles reconstructed in the Inner Detector. For the \( B \)-physics studies presented in this chapter, pile-up (average 2.3 events at low luminosity) was not included in the simulation unless stated explicitly.
Information about particles resulting from all types of secondary interactions inside the Inner Detector was stored if the energy of the incident particle was above 300 MeV (10 MeV for bremsstrahlung). Also, information was stored on particle decays anywhere in the ATLAS detector for use in the study of background muons coming from decays of charged kaons and pions.

Backgrounds which require large rejection factors in the analysis were simulated using a fast Monte Carlo simulation program [17-6]. This included a parametrisation of the detector performance, which was tuned to reproduce the results from reconstruction of fully simulated B-physics events in the Inner Detector [17-7]. More detailed information about the production and data samples is given in [17-8].

17.1.3 Trigger

The triggers for B-physics studies are described in Chapter 11 and more details can be found in [17-9]; only a brief description is given here.

As indicated above, the LVL1 trigger for all B-physics studies in ATLAS will be an inclusive muon trigger, with a transverse-momentum threshold of 6 GeV in the pseudorapidity range |\( \eta \)| < 2.4. At LVL2, the LVL1 muon is first confirmed before proceeding to a track search in the Inner Detector. The cross-section for \( b\bar{b} \) events passing this initial stage of the LVL2 trigger is 2.3 \( \mu b \). Note that the LVL1 trigger muon, which must be confirmed at LVL2, may come either from the \( B \)-decay of interest, or from the decay of the other \( B \)-hadron in the event.

At LVL2, ATLAS expects to trigger on both \( J/\psi \to \mu\mu \) and \( J/\psi \to e\,e \). In the case of \( J/\psi \to \mu\mu \), the LVL1 trigger muon may come from the \( J/\psi \) or from the decay of the other \( B \)-hadron in the event. A trigger on \( J/\psi \to \mu\mu \) may be achieved by requiring a second muon of \( p_T > 3 \) GeV, using information from the muon chambers in the end-cap and from the Tile hadronic calorimeter in the barrel. The feasibility of such a trigger over the full \(|\eta| < 2.5\) region is currently under study. Using the muon chambers alone, it would be possible to trigger over the whole \(|\eta| < 2.5\) region down to a \( p_T \) threshold of 5 GeV. In the \( B^0 \to J/\psi \, K^0_s \) analysis, results will be presented for both trigger-threshold possibilities. The dimuon trigger covers rare \( B \)-decays, \( B_{d,s} \to \mu\mu(X) \), in addition to the numerous final states containing \( J/\psi \) that are considered in the study of CP violation and other topics. With \( J/\psi \to \mu\mu \) giving the LVL1 trigger muon, the event may be selected if there is a \( p_T > 5 \) GeV electron identified at LVL2, even if the second muon from the \( J/\psi \) does not pass the LVL2 selection. Such events are useful for CP-violation studies with electron tagging; the second muon from the \( J/\psi \) decay can be reconstructed in the event filter with relaxed cuts.

The trigger on \( J/\psi \to e\,e \) is implemented at LVL2, using information from the Inner Detector and, in particular, relying on the electron–hadron separation provided by the TRT (see Chapter 10 of [17-9]). With this technique, it will be possible to use an electron \( p_T \) threshold of 0.5 GeV (the minimum track \( p_T \) reconstructible in the Inner Detector). The \( J/\psi \to e\,e \) events will always be required to contain the LVL1 trigger muon in addition to the \( J/\psi \).

\( B^0 \to \pi^+\pi^- \) candidates are searched for at LVL2 by combining pairs of opposite-charge particles with \( p_T > 4 \) GeV, requiring the sum of \( p_T \) moduli to be above 10 GeV and the invariant mass of the pair to be in the range 4.5–6.5 GeV. The distance of both pions to the triggering muon should satisfy \( \Delta R > 0.4 \) to reject candidates with one or both pions belonging to the trigger \( B \)-jet. The option of lowering the minimum pion \( p_T \) to increase the event yield is being studied. With the
minimum pion $p_T$ set to 1.5 GeV, the acceptance for signal events would triple. However, additional trigger requirements, such as a cut on the transverse impact parameter, would be needed to maintain an acceptable trigger rate.

For all the channels considered for the measurement of $\Delta m_s$, the LVL2 trigger is a $D_s^-$ mass trigger. The baseline is to use the decay mode $D_s^- \rightarrow \phi \pi^-$. This is done by considering combinations of oppositely charged tracks and applying kaon hypotheses to reconstruct the $\phi^0$. The $D_s^-$ is subsequently reconstructed from combinations of $\phi^0$ with another track, applying a pion hypothesis. It would be possible to use the decay mode $D_s^- \rightarrow K^0 K^-$ as well, but since the $K^0$ is a much wider resonance than the $\phi^0$, and pion–kaon separation is not available, the $p_T$ thresholds for the particles would have to be raised to a point where the increase in statistics for the $\Delta m_s$ measurement would be marginal.

After the LVL2 trigger, more refined selections can be made in the event filter, relying on improved track-reconstruction performance for making selections based, for example, on invariant-mass and vertexing cuts.

### 17.2 CP-violation studies

#### 17.2.1 Overview

Within the Standard Model, CP violation in weak decays is introduced by the phase of the CKM quark-mixing matrix. The unitarity of the CKM matrix can be used to derive triangle relations between the matrix elements. The unitarity relation,

$$ V_{ub}^* V_{ud} + V_{cb}^* V_{cd} + V_{tb}^* V_{td} = 0 $$

provides the so-called unitarity triangle. The angle $\alpha$ is opposite to the side $V_{cb}^* V_{cd}$, $\beta$ is opposite to the side $V_{ub}^* V_{ud}$ and $\gamma$ is opposite to the side $V_{tb}^* V_{td}$. These angles can be measured, for example, in neutral $B$ decays to final states $f$ which can be reached by both $B^0$ and $\bar{B}^0$. Due to CP violation, the rates of $B^0$ and $\bar{B}^0$ decays are different, resulting for some decay modes in a measurable asymmetry $A$, defined as:

$$ A(t) = \frac{N(B^0 \rightarrow f)(t) - N(\bar{B}^0 \rightarrow f)(t)}{N(B^0 \rightarrow f)(t) + N(\bar{B}^0 \rightarrow f)(t)} = a \cos(\Delta m t) + b \sin(\Delta m t) $$

where $a$ is the direct CP-violation amplitude, $b$ is the mixing-induced CP-violation amplitude and $\Delta m$ is the mass difference of the $B^0 - \bar{B}^0$ system. $B^0$ and $\bar{B}^0$ refer to the $B$-flavours at production, which must be determined using tagging techniques. In the simplified case of pure mixing-induced CP violation, the asymmetry reduces to

$$ A(t) = b \sin(\Delta m t) $$

An important consideration of many CP-violation studies, and also for $B^0$-oscillation measurements, is the determination of the flavour of a $B$-hadron at production; this is referred to as flavour tagging and various methods are available as discussed below. Limitations in the tagging purity, as well as the presence of background, dilute the observed asymmetry, and this must be
taken into account in the analysis. Also, in proton–proton collisions, $B$ and $\bar{B}$ hadrons are produced with different probabilities. This production asymmetry, which has been estimated to be of the order of 1% or less, has to be subtracted from the measured asymmetry.

Considering the simplified example of pure mixing-induced $CP$ violation in the case of $B^0_d$ decays where the oscillation period is comparable with the lifetime, the time-integrated asymmetry can also be used for $CP$-asymmetry measurements (‘event counting’). Starting from the expression $A(t) = b \sin(\Delta m t)$, the time-integrated asymmetry is $A = D_{\text{int}} b$, where $D_{\text{int}} = x/(1 + x^2)$ is the dilution factor due to integrating over time from $t = 0$ and $x = \Delta m / \Gamma$. Note that, in contrast to experiments at $e^+e^-$ machines where $B$-mesons are produce via $\Upsilon(4S)$ decays, the time-integrated asymmetry is non-zero. Taking into account the other dilution factors, the observable asymmetry is

\[ A^{\text{obs}} = D_{\text{tag}} D_{\text{back}} (D_{\text{int}} b + A^P), \]

where $D_{\text{tag}}$ is the dilution factor from tagging ($D_{\text{tag}} = 1 - 2\omega_{\text{tag}}$, where $\omega_{\text{tag}}$ is the wrong-tag fraction), and $D_{\text{back}}$ is the dilution factor from background ($D_{\text{back}} = N_S/(N_S + N_B)$, where $N_S$ and $N_B$ are the numbers of signal and background events, respectively). $A^P$ is the production asymmetry. Using the formula above, the statistical error on the $CP$-violation parameter $b$ is:

\[ \delta b = \frac{1}{D_{\text{tag}} \times D_{\text{int}} D_{\text{back}} \sqrt{N_S}} \]

17.2.2 Measurement of asymmetry in $B^0_d \rightarrow J/\psi K^0_s$

The measurement of the time-dependent $CP$-violating asymmetry in the decay $B^0_d \rightarrow J/\psi K^0_s$ can provide a clean measurement of the angle $\beta$ of the unitarity triangle. To a very good approximation, the Standard Model prediction for the asymmetry in this channel is given by:

\[ A(t) = \sin 2\beta \sin(\Delta m_d t) \]

where $\Delta m_d$ is the mass difference in the $B^0_d - \bar{B}^0_d$ system. The predicted asymmetry is insensitive to the contribution from penguin diagrams. This makes the $B^0_d \rightarrow J/\psi K^0_s$ decay the so-called gold-plated mode to measure the angle $\beta$.

The $B^0_d \rightarrow J/\psi K^0_s$ decay, with $J/\psi \rightarrow \mu \mu$ or $J/\psi \rightarrow ee$, and $K^0 \rightarrow \pi^+ \pi^-$, is also experimentally very clean, and data samples can be reconstructed with relatively low background. It is worth noting that, recently, the CDF Collaboration has measured $\sin 2\beta = 0.79^{+0.41}_{-0.44}$ (stat+syst), using a sample of about 400 events collected during the Run 1 Tevatron data-taking period [17-10]; the error is dominated by the statistical contribution. This demonstrates the feasibility of analysing this channel in the environment of a hadron collider. The current Standard Model best estimate of the unitarity triangle gives $\sin 2\beta = 0.725^{+0.055}_{-0.065}$ [17-11]. Several experiments are expected to make measurements of $\sin 2\beta$ before LHC starts operation; for example BaBar expects to achieve a precision of about 5% [17-12]. However, as discussed below, ATLAS should be able to make a considerably more precise measurement of this parameter.

In the following, the analysis using various tagging methods for the $J/\psi \rightarrow \mu \mu$ and $J/\psi \rightarrow ee$ samples is discussed. Due to the LVL1 trigger requirement, the $J/\psi \rightarrow ee$ events must also contain a muon candidate with $p_T > 6$ GeV and $|\eta| < 2.4$, as discussed in Section 17.1.3. This muon, which usually comes from the decay of the second $b$-quark in the event, can be used to tag the
flavour of the $B_d^0$ at production. For $J/\psi \rightarrow \mu\mu$, the trigger muon may come either from the decay of the second $b$-quark in the event or from the $J/\psi$ decay. In the former case, the muon may be used to tag the flavour of the $B_d^0$ at production, as for $J/\psi \rightarrow ee$. In the latter case, additional tagging methods can be used to enhance the statistics and provide valuable cross-checks of systematics. As discussed in Section 17.2.2.4 below, the additional methods of tagging that can be used are electron tag, $B-\pi$ tag and jet-charge tag.

17.2.2.1 $J/\psi$ reconstruction

The reconstruction of $J/\psi$ decays was investigated using samples of $B_d^0 \rightarrow J/\psi K^0_S$ events, generated with PYTHIA in both $J/\psi$ decay channels considered, and fully simulated with GEANT. The events were generated as explained in Section 17.1.2 and include the underlying event as simulated by PYTHIA; no additional pile-up events were added for this analysis. Studies have not yet been performed to evaluate the feasibility of continuing the analysis of this channel after the initial running at low luminosity, i.e. at luminosities above $10^{33} \text{cm}^{-2}\text{s}^{-1}$. Offline cuts on the transverse momenta of the leptons from the $J/\psi$ decay are the same as those imposed by the LVL1 and LVL2 thresholds described in detail above. Track reconstruction in the entire Inner Detector was performed using the xKalman algorithm (see Section 3.1.2). For the $J/\psi \rightarrow ee$ case, a special electron fit option was used in xKalman: for identified electrons, the reconstruction program included, directly in the track-fitting procedure, a correction for possible energy losses due to bremsstrahlung.

Pairs of opposite-charge electrons or muons were fitted to a common vertex and their invariant mass calculated. Successful fits ($\chi^2$/d.o.f.$<$6) were retained and, for the muon case, an invariant-mass cut with a $[-3\sigma, +3\sigma]$ window around the nominal $J/\psi$ mass was applied. For the electron case, the window was set to be asymmetric in order to take into account the bremsstrahlung energy losses that create a long tail at small invariant masses. This energy loss depends on the amount of material traversed by the electrons and is larger in the end-cap than in the barrel region of the Inner Detector. To take this into account, the mass window was set to $[-5\sigma, +3\sigma]$ ($[-7\sigma, +3\sigma]$) if the $J/\psi$ was produced within the range $|\eta| < 0.7$ ($|\eta| > 0.7$). Finally, the transverse decay length of the reconstructed $J/\psi$ was required to be greater than 250 $\mu\text{m}$.

For events passing the LVL1 trigger requirement (muon with $p_T > 6$ GeV in $|\eta| < 2.4$), the $J/\psi$ reconstruction efficiency is about 50% in the electron channel and 80% in the muon channel (LVL2 trigger muon threshold at 3 GeV). These figures do not include the lepton trigger and identification efficiencies (see Section 17.2.2.3). The lower reconstruction efficiency in the electron channel is due to bremsstrahlung energy-loss effects causing the electrons to be lost in the reconstruction and causing the $J/\psi$ to fail some of the cuts (mainly the mass-window cut). Further optimisation is needed, both in the track-fitting procedure, a correction for possible energy losses due to bremsstrahlung.

The invariant-mass distributions for the electron and muon case are shown in Figures 17-1 and 17-2, respectively. The distributions include only events in which the two reconstructed leptons have been successfully matched with the true generated leptons from $J/\psi$ decay. The resolutions were estimated to be about 40 MeV (muons) and 60 MeV (electrons). For the electron case, the resolution was estimated by fitting only the symmetric core of the distribution.
The reconstructed resolution obtained for electrons from full simulation was parametrised as a function of $|\eta|$ and $p_T$ in the fast simulation program ATLFAST. This provides a fast simulation description for background analyses. Since the distributions are non-Gaussian due to interactions in the Inner-Detector material, they were parametrised based on the location of a single hard bremsstrahlung, chosen at random from the appropriate distribution. The parametrisation gave the five fitted track parameters and the correlation matrix. The agreement between the full and the fast simulation is good as can be seen from Figure 17-3.

A similar fast-simulation parametrisation as a function of $|\eta|$ and $p_T$ was made for muons. However, here, the distributions are very close to Gaussian, not having any significant tails in the absence of pattern-recognition problems.

17.2.2.2 $K^0_s$ reconstruction

The reconstruction of the decay $K^0_s \rightarrow \pi^+ \pi^-$ is described in detail in Section 3.6.2.1. The decay vertex was reconstructed using three-dimensional vertexing, and the pair was chosen as a $K^0_s$ candidate if a good vertex was found at a decay radius $R$ between 1 cm and 37 cm and with $|z| < 210$ cm, and if the invariant mass of the pair was compatible with the $K^0_s$ mass.
For events in which a $J/\psi$ has been successfully reconstructed, the total $K_{s}^{0}$ reconstruction efficiency is about 41%. This figure includes the acceptance for a $K_{s}^{0}$ decay inside the fiducial volume delimited by the $R$ and $z$ cuts listed above, the tracking efficiency and the efficiency of the selection cuts (cuts on fit probability, mass-window and transverse decay length from the primary vertex). The $K_{s}^{0}$ mass resolution is about 4.5 MeV for $K_{s}^{0}$ decays at low radii and increases to up to 7 MeV towards the external border of the fiducial decay volume.

In order to be able to perform a reliable estimation of the background to the $B_{d}^{0} \rightarrow J/\psi K_{s}^{0}$ decay, using samples for which full GEANT simulation was not available, a fast simulation for charged pions, similar to the one for muons and electrons briefly described in the previous section, was developed. The parametrisation was established studying the resolutions of the five track parameters for pions in fully-simulated samples. The total sample was divided into bins of $p_{T}$, $\eta$ and, in order to be able to describe also the pions from $J/\psi$ decay radius. In each bin, the track parameter resolutions were described as the sum of two Gaussians in order to take into account the presence of tails. While an exponential description of the tails might have been more appropriate in some cases, the two-Gaussian description provides good results and allows one to take into account correlations in a more straightforward way. As discussed in [17-7], this method allows one to obtain a parametrisation of the full covariance matrix (including the correlation terms) as a function of $p_{T}$, $\eta$ and $R$. This parametrisation was used to smears the five generated pion-track parameters in the fast-simulation program. The $K_{s}^{0}$ mass distribution obtained using this method is compared in Figure 17-4 to the one obtained with full simulation; reasonable agreement is observed between the two.

17.2.2.3 $B_{d}^{0}$ reconstruction

Leptons and pions coming from $J/\psi$ and $K_{s}^{0}$ candidates which survived the selections described above were used in reconstructing $B_{d}^{0} \rightarrow J/\psi K_{s}^{0}$ decays. The $B_{d}^{0}$ was reconstructed by performing a three-dimensional kinematic fit to the four tracks and applying vertex and mass constraints on both the $ll$ and $\pi^{+}\pi^{-}$ systems. At the same time, the momentum of the $K_{s}^{0}$ ($B_{d}^{0}$) was required to point to the $J/\psi$ (primary) vertex. The proper decay time of the $B_{d}^{0}$ was required to be greater than 0.5 ps and the transverse momentum was required to be greater than 5 GeV. A mass resolution of 19 (26) MeV and a transverse decay-length resolution of 64 $\mu$m (68 $\mu$m) were estimated for the reconstructed $B_{d}^{0}$ meson in events in which the $J/\psi$ decayed to muons (electrons).

After the first three years of running at low luminosity, corresponding to an integrated luminosity of 30 fb$^{-1}$, it is estimated that ATLAS will reconstruct 14400 $J/\psi K_{s}^{0}$ decays in the $J/\psi \rightarrow ee$ channel and 473 550 (219 690) events in the $\mu\mu$ channel, assuming a LVL2 trigger threshold of 3 GeV (5 GeV) for the second muon. The relatively low number of $J/\psi \rightarrow ee$ events is due to the requirement of an additional muon which provides the LVL1 trigger and can be used for tag-
ging the flavour of the $B_d^0$ at production. Besides all the selection cuts described above, these numbers also include the estimated efficiencies of the detector to identify electrons and muons: $\varepsilon = 85\%$ for the LVL1 trigger muon, $\varepsilon = 95\%$ for other muons with $p_T > 5$ GeV, $\varepsilon = 90\%$ for muons with $3 \text{ GeV} < p_T < 5$ GeV, and $\varepsilon = 75\%$ for all electrons.

17.2.2.4 Flavour tagging

To perform a measurement of the CP-violating asymmetry, it is necessary to know the flavour of the neutral $B$ meson at production. Various methods have been developed for this purpose along the years, mainly by the LEP experiments and by CDF. Flavour tagging can be divided in two categories – Opposite-Side Tagging (OST) and Same-Side Tagging (SST) – depending on whether the algorithm deduces the flavour by looking at the products of the other $b$-quark in the event (the opposite side) or at the particles accompanying the $B$-meson under study (the same side). In this section, a brief description of the tagging algorithms developed so far for this analysis is given and the performance summarised. Each algorithm has been optimised by adjusting parameters to maximise the quality factor $Q = \varepsilon D_{\text{tag}}^2$ that determines the statistical precision on the asymmetry measurement. Here, $\varepsilon$ is the tagging efficiency defined as the fraction of reconstructed $B$ candidates with a tag, and $D_{\text{tag}}$ is the dilution factor due to mistags.

In the lepton-tagging technique, an additional lepton is searched for in the event, with the assumption that this tag lepton originates from a semi-leptonic decay of the other $b$-quark in the event. This method is known to have low efficiency (due to the low $B_d^0$ semi-leptonic branching ratio of about 10% and the kinematic cuts), but good purity. However, in the $J/\psi \rightarrow e\mu$ sample this method is fully efficient due to the presence of the trigger muon. In the $J/\psi \rightarrow \mu\mu$ sample, an additional lepton (muon or electron) with $p_T > 5$ GeV is searched for. In case the tag lepton was a muon (so that there are three muons in the event), the LVL1 trigger muon could be either one of the $J/\psi$ legs or the tag muon. The total lepton-tagging efficiency in the $J/\psi \rightarrow \mu\mu$ sample is about 0.04 (electron or muon tag).

The mistag rate with lepton tagging was extensively studied in a large inclusive-muon sample and double-checked, with smaller statistics, in samples of $B_d^0 \rightarrow J/\psi K_s^0$ decays. The dependence of the mistag rate on the tag lepton transverse-momentum threshold is shown in Figures 17-5 and 17-6 for electrons and muons respectively. It can be seen that the wrong-tag fraction decreases with increasing tag $p_T$ threshold. The mistag rate depends on $p_T$ of the signal $B$-hadron as well as on the $p_T$ of the tag lepton. With increasing $p_T$ of the signal $B$-hadron, the wrong-tag fraction increases for a fixed tag $p_T$ threshold. This is due to the fact that, as the $p_T$ of the signal $B$-hadron increases, the $p_T$ of the other $B$ tends to increase as well, resulting in a higher probability for the leptons from cascade decays to pass the $p_T$ threshold for the tag. This can be seen in Figure 17-7, which shows the wrong-tag fraction as a function of the signal $B$-hadron $p_T$ when the tag $p_T$ was fixed to 6 GeV. For the hadronic channels $B_d^0 \rightarrow \pi^+\pi^-$ and $B_d^0 \rightarrow D_s^+\pi^+$ ($B_s^0 \rightarrow D_s^+\pi^+$), the average $p_T$ of the signal $B$ was about 20 GeV, and the wrong muon tag fraction was taken to be 0.22.
For muon tagging of the $J/\psi \rightarrow \mu \mu$ sample, a mistag rate of $\omega_{\text{tag}} = 0.24$ was applied in the analysis. Here the average $p_T$ of the $B_d^0$ is about 25 GeV. For muon tagging of the $J/\psi \rightarrow ee$ sample, the wrong-tag fraction was lower, $\omega_{\text{tag}} = 0.21$, due to the lower $p_T$ of the signal-$B$ (17 GeV on average). Contributions to the mistag rate from hadrons misidentified as muons and from decays in flight of pions and kaons were found to be negligible. The mistag rates are also given in the summary in Table 17-1.

For electron tagging of the $J/\psi \rightarrow \mu \mu$ sample, the fraction of wrong tags was 0.27 with a 5 GeV threshold. The contributions to the mistag rate from misidentified hadrons (about 1%) and from conversions (about 2%) were estimated using fully simulated Monte Carlo samples. The hadron rejection factor was about 1800, corresponding to a 75% electron efficiency. The electron was identified by using both the e.m. calorimeter and the TRT (see Section 7.3.1). The conversion-removal algorithm, similar to the one described in Section 7.5.1, has not yet been fully optimised for this analysis. The mistag rates are summarised in Table 17-1.

**Figure 17-5** Muon wrong-tag fraction as a function of the tag $p_T$ threshold. This plot is made for the case where the decay $J/\psi \rightarrow \mu \mu$ gives rise to a muon with $p_T > 6$ GeV. At tag $p_T > 6$ GeV, the average $p_T$ of the signal-$B$ is 26 GeV.

**Figure 17-6** Electron wrong-tag fraction as a function of the tag $p_T$ threshold. This plot is made for the case where the decay $J/\psi \rightarrow \mu \mu$ gives rise to a muon with $p_T > 6$ GeV. At tag $p_T > 5$ GeV, the average $p_T$ of the signal-$B$ is 25 GeV.

**Figure 17-7** Muon wrong-tag fraction as a function of the signal $B$-hadron $p_T$. The tag muon was required to have $p_T > 6$ GeV.
The $B$-$\pi$ correlation tagging is an SST technique as it uses charged pions associated with the $B_d^0$ that has decayed to $J/\psi K^{0}_{s}$. The algorithm exploits the correlation between the flavour of the $b$-quark and the charge sign of a particle produced nearby in phase-space. Such charge–flavour correlations are expected to come both from particles produced in the fragmentation and from the decays of $B^{*-}$ resonances [17-13]. No attempt was made to separate the two contributions. In both cases, a positively-charged particle is correlated to a $B_d^{*}$ and a negatively-charged one to a $B_d^{0}$. This particle will be referred to as a ‘pion’ in the following discussion, although it is not identified as such.

The algorithm selects charged-particle tracks contained in a cone $\Delta R<0.7$ around the reconstructed $B$ meson direction, with $|d_{0}|/\sigma_{d_{0}}<3$ (where $d_{0}$ is the transverse impact parameter of the pion) and with $0.5 \text{ GeV} < p_{T} < 4.0 \text{ GeV}$. If more than one particle survives this selection, the one with the highest $p_{L}^{\text{rel}}$ (the momentum component along the reconstructed $B$ direction) is selected. This set of cuts provides the highest quality factor, although other choices provided similar results within the statistical uncertainty. The results for the efficiency and the dilution factor for this algorithm are presented in Table 17-1.

As in the $B$-$\pi$ algorithm, jet-charge tagging exploits the correlation between the charge of a jet (defined as a kinematically-weighted average of the charge of the particles in the jet) and the charge of the quark producing the jet. Although jet-charge tagging can be applied to both the $B_d^{0}$ jet and to the opposite jet, for the time-being it was applied only to the same-side jet. In the analysis, the signal is tagged as a $B_d^{0}$ ($B_d^{*}$) if the jet-charge tag has $Q_{\text{jet}}>(-c)$ ($Q_{\text{jet}}<-c$), where $c$ is a tunable cut.

The algorithm included in the jet all tracks with $p_{T}>0.5 \text{ GeV}$, $|d_{0}|<1 \text{ cm}$ and $|\Delta z|<5 \text{ cm}$ (where $\Delta z$ is the difference between the $z_{0}$ of the track and the $z$-coordinate of the primary vertex), contained inside a cone $\Delta R<0.8$ around the $B$ direction. The four particles identified as the $B_d^{0}$ decay products were excluded. This set of cuts, together with the definition of the weights $w_{j}=p_{T}^{k}$, where $k=1.25 (1.0)$ for the $J/\psi \rightarrow ee$ ($J/\psi \rightarrow \mu\mu$) sample, and cut value $c=0.26$ for both $J/\psi$ decay channels, were chosen to maximise the quality factor $Q$. Different sets of cuts provided similar results within the statistical uncertainties. The results are summarised in Table 17-1.

### Table 17-1

<table>
<thead>
<tr>
<th>Tag</th>
<th>$B_d^{0} \rightarrow J/\psi(\mu6\mu3)K^{*0}_{s}$</th>
<th>$B_d^{0} \rightarrow J/\psi(\mu6\mu5)K^{0}_{s}$</th>
<th>$B_d^{0} \rightarrow J/\psi K^{0}_{s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>OST: electron tag</td>
<td>$n/a$</td>
<td>$0.012$</td>
<td>$0.016$</td>
</tr>
<tr>
<td>OST: muon tag</td>
<td>$1.0$</td>
<td>$0.57$</td>
<td>$0.25$</td>
</tr>
<tr>
<td>SST: $B$-$\pi$</td>
<td>$0.80$</td>
<td>$0.14$</td>
<td>$0.16$</td>
</tr>
<tr>
<td>SST: Jet-charge</td>
<td>$0.71$</td>
<td>$0.12$</td>
<td>$0.17$</td>
</tr>
</tbody>
</table>

It is worth noting that the performance shown in Table 17-1 for the various tagging methods is quite consistent with that achieved by CDF [17-10]. For example, for the SST methods, CDF obtains a dilution factor of $0.166 \pm 0.022$ for SVX tagged events or $0.174 \pm 0.036$ for non-SVX events, where SVX refers to the CDF Silicon Vertex Detector.
Note that there is scope to improve on the tagging performance by using an event-by-event likelihood analysis and including additional information such as $p_T^l$ measurements, although this remains to be studied.

### 17.2.2.5 Event yields

The total number of events after tagging is summarised in Table 17-2 for each sample for an integrated luminosity of 30 fb$^{-1}$.

**Table 17-2** Expected number of tagged events and relative background for each sample for an integrated luminosity of 30 fb$^{-1}$. The notation $\mu_6\mu_3$ ($\mu_6\mu_5$) means that in the corresponding sample, the LVL2 trigger threshold for the second muon has been assumed to be 3 (5) GeV. The $e$- and $\mu$-tag samples are subclasses of the lepton-tagged sample, and the sample ‘$B-\pi$ tagged events with no lepton tags’ is a subclass of the sample ‘$B-\pi$ tagged events’. The lepton tagged sample and the $B-\pi$ tagged sample with no lepton tags are independent and can be combined in a straightforward way.

<table>
<thead>
<tr>
<th>Event class</th>
<th>$B^0_d \rightarrow J/\psi(\mu\mu)K^0_S$</th>
<th>$B^0_d \rightarrow J/\psi(\mu_6\mu_3)K^0_S$</th>
<th>$B^0_d \rightarrow J/\psi(\mu_6\mu_5)K^0_S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lepton tagged events</td>
<td>14 400 900</td>
<td>17 700 1 600</td>
<td>8 800 500</td>
</tr>
<tr>
<td>$e$ tags</td>
<td>n/a</td>
<td>5 800 500</td>
<td>3 500 210</td>
</tr>
<tr>
<td>$\mu$ tags</td>
<td>14 400 900</td>
<td>11 900 1 100</td>
<td>5 300 310</td>
</tr>
<tr>
<td>$B-\pi$ tagged events</td>
<td>11 600 900</td>
<td>390 700 15 300</td>
<td>184 100 5 000</td>
</tr>
<tr>
<td>$B-\pi$ tagged events with no lepton tags</td>
<td>n/a</td>
<td>376 100 13 700</td>
<td>176 700 4 500</td>
</tr>
</tbody>
</table>

Since the lepton tag purity is much higher than the $B-\pi$ tag purity, the lepton tag was used whenever it was available. The $B-\pi$ tag was used only if there was no lepton tag. The highest statistical tagging power would be achieved by combining all available tagging information on an event-by-event basis. A study of the tag combination has not yet been performed. Jet-charge tags are not listed in this table. Jet-charge tags have proven, as expected, to be highly correlated with $B-\pi$ tags, and since the $B-\pi$ tag purity was higher that the jet-charge-tag purity, only $B-\pi$ tags were used.

### 17.2.2.6 Background estimate

The background to the $B^0_d \rightarrow J/\psi K^0$ decay was studied using large samples of $J/\psi X$ and $\mu_6X$ events. The inclusive sample of $J/\psi$ decays from $B$'s was produced with the same lepton-$p_T$ thresholds as for the signal sample. This sample was used to give an estimate of the background coming from $B$ decays containing a true $J/\psi$ in the final state. Background contributions come from the combination of a true $J/\psi$ with $K^0_S$ candidates from various sources: true $K^0_S$ from $B$-hadron decays, true $K^0_S$ from the fragmentation, and fake $K^0_S$. 
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The $\mu 6X$ sample contained events with muons from semileptonic $B$-hadron decays with a minimum muon transverse momentum of 6 GeV. This sample was used to estimate the background from fake $J/\psi$'s (arising from lepton–lepton, lepton–hadron and hadron–hadron pairs) reconstructed in association with a true or a fake $K^0_S$.

The background samples were processed using the fast simulation program. However, good agreement was found with results obtained from smaller-statistics samples of fully-simulated background events. The total number of background events is presented in Table 17-2. Conservatively, a pessimistic 95% $B-\pi$ tagging efficiency has been assumed for the background events. In all the samples, the biggest background contribution comes from true $J/\psi$ background events. Background from fake $J/\psi$'s was found to be about 5% of the total background. The background level under the $B_d^0 \rightarrow J/\psi K^0_S$ peak is rather small including all samples (see Figure 17-8).

The background from prompt $J/\psi$'s has not yet been studied for this channel. This is a potential background source for the hadron-tagged samples, while the lepton-tagged samples with three leptons per event are very unlikely to be affected. However, the background from prompt $J/\psi$ production was studied for the untagged decay $B_s \rightarrow J/\psi \phi$ (see Section 17.2.4.2), which is experimentally similar, and it was found to be negligible.

### Figure 17-8

Invariant-mass distribution of the $B_d^0$ peak in the muon-tagged $J/\psi \rightarrow e e$ channel (open histogram) with superimposed the estimated background contribution (shaded histogram). Note that the selection includes a decay-time cut on the $B_d^0$.

#### 17.2.2.7 The statistical accuracy of the $\sin2\beta$ measurement

The accuracy of the $\sin2\beta$ measurement was estimated with a fit to the time-dependent asymmetry distribution with a function of the form $A = D \sin2\beta \sin(\Delta m_d t)$, where $D$ is the overall dilution factor. For this analysis time dependence of the dilution due to background has been neglected. The time-dependent asymmetry was modelled including dilution factors from background and from tagging. An input value of $\sin2\beta = 0.6$ was assumed for the only free parameter of the fit. The proper time of the $B$-decay was histogrammed using bins of width 0.83 ps (corresponding to about 250 $\mu$m in decay length). Due to the cut on the decay proper time used in the selection, the measurement was made for $t(B) > 0.5$ ps. The proper-time resolution, estimated using the fully-simulated signal sample, is 0.073 ps.

The results of the fit using lepton tagging and $B-\pi$ tagging in the various samples considered are presented in Table 17-3, where the lepton-tagged events have been removed from the $B-\pi$ tagged samples, leaving statistically independent samples. Since in the class $J/\psi(ee)$ all the events have a muon tag, no events are left in the $B-\pi$ tagged sample. Note that the statistical precision from a number of different samples and tagging methods is comparable, allowing meaningful cross-checks to be made between them.
As the sample is statistically independent from the ones, results from the two samples can be combined in a straightforward way. Using lepton tagging combined with $B\rightarrow\pi$ tagging, the estimated uncertainty on $\sin(2\beta)$ with 30 $fb^{-1}$ of data is $(stat)\delta(\sin(2\beta)) = 0.010$ (stat) assuming a LVL2 trigger $p_T$ threshold of 3 GeV for the second muon or $(stat)\delta(\sin(2\beta)) = 0.012$ (stat) with a threshold of 5 GeV.

17.2.2.8 Systematic uncertainty

Previous studies have shown that the overall systematic error in the $\sin(2\beta)$ measurement is small [17-14]. Contributions come from the production asymmetry of $B^0$ and $B_d^0$ mesons, from asymmetries in the tagging efficiency and in the background, and from uncertainties in the determination of the various dilution factors. All these uncertainties need to be controlled, in order not to spoil the excellent statistical precision achievable on this measurement.

Many of the potential sources of systematic uncertainty can be controlled using the channels $B^+ \rightarrow J/\psi(\mu\mu)K^+$ and $B_d^0 \rightarrow J/\psi(\mu\mu)K^{*0}$ (where $K^{*0} \rightarrow K^+\pi^-$). For the first channel the results for charged $B$-mesons need to be extrapolated to the neutral case which may introduce some model dependence. For the second channel, the results are obtained directly for $B_d^0$ particles, allowing for the flavour oscillations. The reconstruction of these so-called control channels is discussed below before estimates of the systematic uncertainties are presented.

The availability of many tagging algorithms and the large statistics of tagged and untagged signal and control samples provide the flexibility to perform internal cross-checks of the analysis. The $B^+ \rightarrow J/\psi(\mu\mu)K^+$ and $B_d^0 \rightarrow J/\psi(\mu\mu)K^{*0}$ samples can be used to measure the wrong-tag fraction for the various tagging methods and also the charge asymmetry in the tagging efficiencies. For all these studies, it is important to reconstruct large statistics of control samples, so that the systematic errors will not appreciably degrade the statistical error on $\sin(2\beta)$.

### Table 17-3

<table>
<thead>
<tr>
<th>Tag</th>
<th>$J/\psi(\mu\mu)K^+$ sample</th>
<th>$J/\psi(\mu\mu)K^{*0}$ sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lepton tags</td>
<td>0.018</td>
<td>0.023</td>
</tr>
<tr>
<td>$B\rightarrow\pi$ tag</td>
<td>n/a</td>
<td>0.015</td>
</tr>
</tbody>
</table>

As the $B_d^0 \rightarrow J/\psi(\mu\mu)K^0$ sample is statistically independent from the $B_d^0 \rightarrow J/\psi(\mu\mu)K^{*0}$ ones, results from the two samples can be combined in a straightforward way. Using lepton tagging combined with $B\rightarrow\pi$ tagging, the estimated uncertainty on $\sin(2\beta)$, with 30 $fb^{-1}$ of data is $(stat)$.

17.2.2.9 Reconstruction of $B^+ \rightarrow J/\psi(\mu\mu)K^+$

As discussed above, the decay channel $B^+ \rightarrow J/\psi(\mu\mu)K^+$ can be used to measure parameters that relate the observed asymmetry in $B_d^0 \rightarrow J/\psi K^{*0}$ decays (and other channels) to the true $CP$ asymmetry. The $B^+ \rightarrow J/\psi(\mu\mu)K^+$ decay (as well as the $B_d^0 \rightarrow J/\psi(\mu\mu)K^{*0}$ decay described below) was studied using a sample of events generated with PYTHIA and fully simulated inside the Inner Detector. Only $J/\psi$ decays to muon pairs were considered. Muon identification efficiencies were included when calculating the expected number of signal events.
The trigger selection for this channel was the same as for the \( B^0_d \to J/\psi(\mu\mu)K^0_s \) decay channel. The \( J/\psi \) vertex was fitted and selection cuts were applied as described in Section 17.2.2.1. Once a \( J/\psi \) was successfully reconstructed, the event was searched for a track (the 'kaon') with transverse momentum greater than 1.5 GeV. The track was required to be inconsistent with coming from the primary vertex at the one standard deviation level (|d|/\( \sigma_d \) > 1). The two muons and the kaon were then fitted to a common vertex applying a mass constraint to the \( J/\psi \) and requiring the total momentum at the \( B \) vertex to point to the primary event vertex. The normalised \( \chi^2 \) of the fit was required to be less than six. Finally, a cut \( p_T(B) > 5 \) GeV was applied and the mass was required to be within three standard deviations of the nominal \( B^+ \) mass.

The mass peak is shown in Figure 17-9; the mass resolution is about 26 MeV. The number of signal events expected for an integrated luminosity of 30 fb\(^{-1} \) is given in Table 17-4 for both LVL2 trigger options. Also given in this table are the numbers of untagged background events estimated using the inclusive \( J/\psi X \) sample. The backgrounds from fake \( J/\psi \) and prompt \( J/\psi \) have not yet been included in this study. However, in the background estimate for the signal \( B^0_d \to J/\psi(\mu\mu)K^0_s \), the dominant background was found to originate from real \( J/\psi \) from \( B \)-decays. The selection cuts for this channel may need further optimisation to improve the signal-to-background ratio; tighter cuts should be feasible given the large statistics.

![Figure 17-9](image)

Figure 17-9 Invariant-mass distribution for the decay \( B^+ \to J/\psi(\mu\mu)K^+ \) (open histogram) with superimposed the estimated background contribution (shaded histogram).
17.2.2.10 Reconstruction of $B_d^0 \rightarrow J/\psi(\mu\mu)K^{*0}$

Triggering of these channels and the $J/\psi$ reconstruction were the same as for the $J/\psi(\mu\mu)K^+$ analysis. After the $J/\psi$ was successfully reconstructed, all track pairs with $p_T > 0.5$ GeV were fitted to a common vertex. The normalised $\chi^2$ of the fit was required to be less than 6 and the $p_T$ of the reconstructed $K^{*0}$ was required to be greater than 3 GeV. Candidates inside a three standard deviation mass window around the nominal $K^{*0}$ mass were retained. In the fit, both pion and kaon mass assignments were tried. If both combinations passed all the selection cuts listed above, only the combination yielding the mass closest to the nominal $K^{*0}$ mass was retained.

The two muons and the two hadron tracks were then fitted to a common vertex. Due to the large $K^{*0}$ width, a mass constraint was applied only to the $J/\psi$ vertex. The final cuts on the $B$ vertex were similar to those described for the $J/\psi(\mu\mu)K^+$ analysis ($\chi^2$/dof $< 6$, three standard deviation mass window and $p_T(B) > 5$ GeV).

The mass peak is shown in Figure 17-10; the mass resolution is about 23 MeV. The number of expected signal events for an integrated luminosity of 30 fb$^{-1}$ is given in Table 17-4. The background shown in the figure and in the table includes the contribution from the reflection of the signal, where the $\pi$ and $K$ masses are wrongly assigned in the $K^{*0}$ fit, as well as the contribution from other $B \rightarrow J/\psi X$ final states. Note that the peak in the background distribution near the $B_d^0$ mass is due to the $K^{*0}$ reflection.

The numbers of tagged events (lepton tagging and $B-\pi$ tagging) and the respective numbers of background events are also given in Table 17-4. The signal and background $B-\pi$ tagging efficiencies have been deduced from the results obtained in the $B_d^0 \rightarrow J/\psi(\mu\mu)K^{*0}$ sample, as a complete study of the algorithm for this sample has not been performed yet.

17.2.2.11 Uncertainty on the production asymmetry

The production asymmetry, $A_P^\mu$, is not expected to exceed about 1% and it can be measured by using the decay channels discussed above which are expected to have negligible CP violation. It can be measured in the untagged control samples by counting the numbers of reconstructed $B$ and $\bar{B}$ mesons, taking account of the flavour oscillations in the case of $B_d^0$. The statistical uncertainty on this measurement will be around $\delta A_P^\mu = 0.05\% (0.07\%)$ from the $B_d^0 \rightarrow J/\psi(\mu\mu)K^{*0}$ sample and about $0.07\% (0.10\%)$ from the $B_d^0 \rightarrow J/\psi(\mu\mu)K^{*0}$ sample, for a LVL2 trigger muon threshold of 3 GeV (5 GeV). It is assumed that any CP-violation effects in the two control samples can be neglected. Note that the large numbers of events available in these channels would be sufficient to study the $p_T$ dependence of any observed production asymmetry.
Systematic effects due to small differences in the reconstruction efficiencies for $K^+$ and $K^-$ remain to be evaluated. A cross-check of corrections for such effects may be made by using the flavour oscillations in the decays $B^+_d \to J/\psi(\mu\mu)K^+$, for example.

### 17.2.2.12 Uncertainties from tagging

Systematic effects on the CP-violation asymmetry measurement related to tagging can be studied using the $B^+ \to J/\psi(\mu\mu)K^+$ and $B^0 \to J/\psi(\mu\mu)K^{*0}$ events for lepton (electron and muons) tagging, and $B^0 \to J/\psi(\mu\mu)K^{*0}$ for $B-\pi$ tagging.

In all tagging methods, a fraction of the produced $B$ mesons are mistagged, as discussed in Section 17.2.2.4. The wrong-tag fraction can be measured by comparing the numbers of positive-charge and negative-charge tags associated with the decays $B^+ \to J/\psi(\mu\mu)K^+$ and $B^0 \to J/\psi(\mu\mu)K^{*0}$, allowing for the oscillations in the case of $B^0$. The wrong-tag fraction can be measured separately for the tagging of $B$ and $\bar{B}$ mesons, and the average value can be computed. By using the numbers of tagged signal and background events listed in Table 17-4, the statistical uncertainty on the measurement of the dilution due to tagging is estimated to be $\delta(D_{\text{tag}})/D_{\text{tag}} = 0.0038 (0.0048)$ for lepton tagging using the $B^+ \to J/\psi(\mu\mu)K^+$ sample with a LVL2 trigger $p_T$ threshold of 3 GeV (5 GeV) for the second muon. For $B-\pi$ tagging the result is $\delta(D_{\text{tag}})/D_{\text{tag}} = 0.0028 (0.0037)$ for a 3 GeV (5 GeV) trigger threshold. Slightly larger uncertainties are obtained using the $B^0 \to J/\psi(\mu\mu)K^{*0}$ sample.

### 17.2.2.13 Uncertainties from background

Another contribution to the systematic error on $\sin^2\beta$ comes from the uncertainty on the backgrounds to the signal and the control samples. Assuming conservatively a 5% uncertainty on the normalisation of the signal background, this propagates to give an uncertainty on the dilution from background of about $\delta(D_{\text{back}})/D_{\text{back}} = 0.0065 (0.0055)$ for the 3 GeV (5 GeV) trigger threshold. The systematic uncertainty is smaller for the latter sample, because the signal-to-background ratio is better with a 5 GeV cut on the second muon. Here it is assumed that there is no CP-violation in the background. As in the case of the $B^0 \to \pi^+\pi^-$ analysis discussed in Section 17.2.3, it should be possible to measure the background using sidebands.

### 17.2.2.14 Summary of the $\sin^2\beta$ measurement precision

Combining the various sources of uncertainty discussed above, one obtains an overall precision for the $\sin^2\beta$ measurement as follows. The statistical precision of the $\sin^2\beta$ measurement is $\delta(\sin^2\beta) (\text{stat.}) = 0.010 (0.012)$ for a LVL2 muon-trigger threshold of 3 GeV (5 GeV). The total systematic uncertainty is $\delta(\sin^2\beta) (\text{syst.}) = 0.005$, independent of the LVL2 muon-trigger threshold. This level of precision is considerably better than at $e^+e^-$ B-factories that will run before the start-up of ATLAS. For example BaBar expects to achieve a precision of about 0.05 [17-12].

### 17.2.3 Measurement of asymmetry in $B^0_d \to \pi^+\pi^-$

The channel $B^0_d \to \pi^+\pi^-$ is more complicated than the $B^0 \to J/\psi K^0$ one, both from the theoretical and the experimental point of view.
From the theoretical point of view, $B^{0}_{d} \rightarrow \pi^{+}\pi^{-}$ is more complicated because of the interplay between CP-violation induced via tree-level and penguin diagrams, giving an observed time-dependent asymmetry that depends on a total of three parameters. The asymmetry $A(t)$ for $B^{0}_{d} \rightarrow \pi^{+}\pi^{-}$ is given by Equation 17-1. The two coefficients $a$ and $b$ that can be determined experimentally are related to the angle $\alpha$ in the unitarity triangle (where $\alpha = \pi - \beta - \gamma$ is assumed) by

\[
a = \frac{A_{P}}{A_{T}} \sin \delta \sin \alpha
\]

\[
b = -\sin(2\alpha) - \frac{A_{P}}{A_{T}} \cos \delta \cos(2\alpha) \sin \alpha
\]

where $A_{T}$ and $A_{P}$ are the tree and penguin amplitudes, and $\delta$ is the phase difference between them. In this decay mode, the direct CP-violation component $a$ may be sizeable.

The parameters $a$ and $b$ can be extracted from a fit to the observed asymmetry as a function of proper decay time. Since there are three unknowns, $\alpha$, $\delta$ and $A_{P}/A_{T}$, and since $\delta$ is not believed to be calculable $A_{P}/A_{T}$ must be given by theory. The evaluation of this quantity is currently the subject of intensive theoretical studies which will soon be aided by new measurements, for example from the BaBar collaboration [17-12]. Fleischer and Mannel [17-15] estimate that, with the help of measurements of the $B^{+} \rightarrow \pi^{+}K^{0}$ and $B^{+} \rightarrow \pi^{+}\pi^{0}$ branching ratios, the theoretical uncertainty on the penguin contribution would yield an uncertainty on $\alpha$ of less than 3$^\circ$. The current best Standard Model fit of the unitarity triangle yields an estimate $\sin 2\alpha = -0.26^{+0.29}_{-0.28}$ [17-11]. A small value of $\sin 2\alpha$ could mean no observable CP asymmetry in this channel, but a tight bound on $\sin 2\alpha$ would nevertheless be a valuable constraint on the unitarity triangle.

Experimentally, the $B^{0}_{d} \rightarrow \pi^{+}\pi^{-}$ signal must be extracted from the huge combinatorial background; this can be achieved using a combination of cuts, including vertexing. In the case of ATLAS, a more difficult physics background is other two- and three-body decays, which cannot be removed given the poor $K/\pi$ separation. A simple event-counting method would rely too much on the background description, so an overall fit, using all available information, is necessary. It is likely that some of the background channels will themselves exhibit CP-violation effects, requiring a sophisticated analysis that fits the contribution to the observed asymmetry from the different channels.

### 17.2.3.1 Reconstruction

To select $B^{0}_{d}$ candidates, the presence of a pair of oppositely-charged particles each with $p_{T} > 4$ GeV was required. The pair should form a vertex with a $\chi^{2}$ of the fit corresponding to a probability of more than 5%, and the invariant mass of the pair must be in the range 4.6–6.0 GeV [17-16]. The $B^{0}_{d}$ flight direction was required to be aligned in the transverse plane with the direction from the beam-line to the decay vertex. Tracks were not considered if they were consistent with originating from a low-mass displaced vertex; a track is eliminated if it forms with any other track a vertex where the two tracks had $p_{T} > 1$ GeV, separation $\Delta R < 0.5$, invariant mass less than 2 GeV, the vertex of the pair had a $\chi^{2}$ probability of more than 1%, and the vertex was separated from the beam-line by more than ten standard deviations. This requirement also removed efficiently $B$ decays with three or more prongs. The resolutions for the mass and decay time are $\sigma_{m} = 70$ MeV and $\sigma_{t} = 0.065$ ps respectively.
17.2.3.2 Backgrounds

The list of signal and background branching ratios and yields is given in Table 17-5. As the final results were obtained from an overall fit of the mass histograms, the yields in the mass histogram and in a $\pm 1\sigma_m$ mass window around the $B_d^0$ mass are listed separately. The $B_d^0 \to K^+\pi^-$ branching ratio is a recent, still imprecise, first measurement from CLEO [17-17]. The $B_d^0 \to \pi^+\pi^-$ branching ratio was inferred from the CLEO upper limit. The other branching ratios were inferred from the first two with a simple SU(3) symmetry assumption, except for the $\Lambda_b$ decays which were set to their experimental upper limits [17-18]. It should be noted that these branching ratios are much less favourable than the estimated ones used in the ATLAS Technical Proposal [17-14]. Charmless decays to three-body final states other than $B \to \pi^+\pi^-\pi$ and $B \to \rho\pi^-$ involving charged kaons were neglected. The most abundant background is the decay $B_d^0 \to K^+\pi^-$, because of the absence of $\pi/K$ separation, and because the mass resolution ($\sigma_m = 70$ MeV) is worse than the separation between the peaks (~40 MeV).

The $B$ combinatorial background is important below 5 GeV but does not contribute to the peak. It involves a variety of decays with three or four particles in the final state, such as $B_d^0 \to D^+\pi^-$ followed by $D^+ \to K^0\pi^+$, or $B_d^0 \to \pi^+\pi^-\pi\pi$. Usually, in these cases, the $B_d^0$ candidate does not fulfill the pointing requirement, unless the additional particles have low momentum. The truly combinatorial background is the random coincidence of high-impact-parameter tracks. The use of full simulation and reconstruction was mandatory to parametrise the tracking resolution, including exponential tails in addition to the parametrisation described in Section 17.2.2.2. A high-statistics sample was then simulated with fast simulation to demonstrate the required greater than $10^7$ rejection factor on the LVL1 trigger output. About 50% of the combinatorial background involves a track from additional primary $D$ mesons, 25% involves tracks from different $B$ hadrons and the remainder involves a

<table>
<thead>
<tr>
<th>Channel</th>
<th>$BRs (\times 10^{-5})$</th>
<th>Yield 4.6–6.0 GeV</th>
<th>Yield $\pm 1\sigma_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_d^0 \to \pi^+\pi^-$</td>
<td>0.7</td>
<td>9500</td>
<td>6500</td>
</tr>
<tr>
<td>$B_d^0 \to K^+\pi^-$</td>
<td>1.5</td>
<td>19 800</td>
<td>12 100</td>
</tr>
<tr>
<td>$B \to \rho\pi^-$</td>
<td>2.5</td>
<td>8100</td>
<td>200</td>
</tr>
<tr>
<td>$B \to \pi^+\pi^-\pi$</td>
<td>5.0</td>
<td>2100</td>
<td>0</td>
</tr>
<tr>
<td>$B_s^0 \to \pi^+K^-$</td>
<td>0.7</td>
<td>2500</td>
<td>1400</td>
</tr>
<tr>
<td>$B_s^0 \to K^+K^-$</td>
<td>1.5</td>
<td>5200</td>
<td>3400</td>
</tr>
<tr>
<td>$\Lambda_b \to p\pi^-$</td>
<td>8.0</td>
<td>15 900</td>
<td>1100</td>
</tr>
<tr>
<td>$\Lambda_b \to pK^-$</td>
<td>8.0</td>
<td>16 700</td>
<td>2500</td>
</tr>
<tr>
<td>B Comb.</td>
<td>-</td>
<td>36 400</td>
<td>200</td>
</tr>
<tr>
<td>Comb.</td>
<td>-</td>
<td>19 500</td>
<td>2600</td>
</tr>
</tbody>
</table>

Figure 17-11 $\pi^+\pi^-$ mass spectrum. The arrows indicate a $\pm 1\sigma$ window.

Table 17-5. Branching ratios and yields in the $\pi^+\pi^-$ sample for an integrated luminosity of 30 fb$^{-1}$. The $B$ Comb. component corresponds to cases not explicitly listed when the pion candidates come from the same $B$ hadron, while the Comb. component is the combinatorial background from all other sources (see text).
track from a $B$ hadron and a primary track. The shape of the combinatorial background is due to a kinematic effect – tracks with $p_T > 4$ GeV from different jets were combined. Figure 17-11 shows the final mass spectrum.

17.2.3.3 Results from event counting

Using Equation 17-2, results were first obtained using a simple event-counting method. The number of signal events found in the one-standard-deviation mass window around the nominal $B^0_s$ mass was 6500, and the background dilution was $D_{\text{back}} = 0.22$. Initial-state tagging was performed with the triggering muon, yielding a tagging dilution of $D_{\text{tag}} = 0.56$ (see Section 17.2.2.4). The time-integrated method yielded a dilution of $D_{\text{int}} = 0.59$. The statistical sensitivity to $\sin 2\alpha$ was then, in the absence of penguin decays, $\delta_{\text{stat}}(\sin 2\alpha) = 0.080$. Systematic uncertainties arising from the lepton tagging are expected to be of order 0.01, as in the $B^0_d \rightarrow J/\psi K^0_s$ channel.

By the year 2005, the branching ratios of the two-body decay channels will have been measured at the $B$ factories and at the Tevatron. A 5% relative uncertainty on these branching ratios will give a relative uncertainty on the asymmetry of less than 5% considering only the uncertainty on dilution from the background. However, it is possible that these backgrounds will exhibit some $CP$ asymmetry themselves in which case the event-counting method will yield some linear combination of the signal and background $CP$ asymmetries.

17.2.3.4 Results from time-dependent fit, allowing for $CP$ violation in the background and using hadron identification

To be able to cope with the possible background $CP$ asymmetry, and to use fully the time information and the one-standard-deviation $\pi/K$ separation (see Section 3.4.4), an unbinned maximum-likelihood fit was performed (see [17-16] for more details) for events with mass above 5 GeV. For each event, the likelihood is the sum of the likelihoods of each decay hypothesis (as listed in Table 17-5 plus the charge-conjugated modes, three-body final states being neglected). The likelihood of a given decay hypothesis is computed using the corresponding event fraction, the proper-time and its uncertainty, and, for the corresponding particle-type assignment, the invariant mass of the pair and the measured specific ionisation, as well as the flavour at production and decay time. The flavour information was used to distinguish decays of the $\Lambda_b$ (which does not oscillate) and the $B^0_s$ (which oscillates rapidly, with a period of about 0.4 ps for $\Delta m_s = 15$ ps$^{-1}$) from those of the $B^0_d$ (which oscillates slowly with a period of about 14 ps).

The $CP$ asymmetry parameters for all of the decays modes were free parameters of the fit. The time-dependent asymmetry for the non-flavour specific states (namely $B^0_d \rightarrow \pi^+\pi^-$ and $B^0_s \rightarrow K^+K^-$) are of the form given in Equation 17-1. $CP$ asymmetry for decays to flavour-specific states is time independent and can originate only from direct $CP$ violation, since no interference can occur through mixing. Other free parameters were the numbers of events for each decay channel. The total number of events was constrained to the observed one using the Poisson likelihood. The number of events for each channel (except for the combinatorial background) was constrained by the branching ratios given in Table 17-5, with a 5% uncertainty corresponding to the expected uncertainty on these branching ratios in the year 2005. The validity of the fitting method was checked by performing Monte-Carlo experiments with event statistics corresponding to 30 fb$^{-1}$, with randomised input $CP$ asymmetry for signal and all backgrounds. The differ-
ence between the fitted asymmetry and the input asymmetry divided by the fit uncertainty was 
a normal Gaussian. The fit uncertainties on the CP parameters were almost independent of 
the input CP asymmetries, and were symmetric to a very good approximation.

If only the $b$ coefficient for the decay $B^0_d \rightarrow \pi^+\pi^-$ was fitted (which equals to $\sin 2\alpha$ in the absence
of penguin diagrams), fixing the other parameters at their true values, the uncertainty was
$\delta b(B^0_d \rightarrow \pi^+\pi^-) = 0.059$. This represents a 25% gain compared to the simple event counting
method. If penguins were allowed (i.e. the $a$ coefficient for $B^0_d \rightarrow \pi^+\pi^-$ was also allowed to vary), the
precision on $b$ degraded to 0.070. Fitting simultaneously all the background asymmetries
degraded the precision on $b$ to 0.083. Note that a good accuracy of about 0.02 can also be obtained
on the asymmetry in some of the background channels such as $B^0_d \rightarrow K^+\pi^-$, which could be inter-
esting in itself (the asymmetry in $B^0_d \rightarrow K^+\pi^-$ could help in constraining the angle $\gamma$ [17-19]).

If the numbers of events of each of the decay channels were also included in the fit, constraining
the branching ratios with fractional errors of 5%, the final statistical uncertainty obtained was
$\delta_b(B^0_d \rightarrow \pi^+\pi^-) = 0.070$, i.e. the $b$ coefficient for $B^0_d \rightarrow \pi^+\pi^-$ was also allowed to vary, the
precision on $b$ degraded to 0.083. Fitting simultaneously all the background asymmetries de-
gradated the precision on $b$ to 0.083. Note that a good accuracy of about 0.02 can also be obtained
on the asymmetry in some of the background channels such as $B^0_d \rightarrow K^+\pi^-$, which could be inter-
esting in itself (the asymmetry in $B^0_d \rightarrow K^+\pi^-$ could help in constraining the angle $\gamma$ [17-19]).

If the numbers of events of each of the decay channels were also included in the fit, constraining
the branching ratios with fractional errors of 5%, the final statistical uncertainty obtained was
$\delta b(B^0_d \rightarrow \pi^+\pi^-) = 0.059$. This represents a 25% gain compared to the simple event counting meth-
od. If penguins were allowed (i.e. the $a$ coefficient for $B^0_d \rightarrow \pi^+\pi^-$ was also allowed to vary), the
precision on $b$ degraded to 0.070. Fitting simultaneously all the background asymmetries de-
gradated the precision on $b$ to 0.083. Note that a good accuracy of about 0.02 can also be obtained
on the asymmetry in some of the background channels such as $B^0_d \rightarrow K^+\pi^-$, which could be inter-
esting in itself (the asymmetry in $B^0_d \rightarrow K^+\pi^-$ could help in constraining the angle $\gamma$ [17-19]).

The uncertainty on the CP parameters with
and without specific ionisation information is shown on Table 17-6. If specific ionisation
were not used, the sensitivity would be
$\delta b(B^0_d \rightarrow \pi^+\pi^-) = 0.117$, i.e. 35% worse, mainly because of the increased correlation of $b$ with
the CP asymmetry in the backgrounds $B^0_d \rightarrow K^+\pi^-$ and $B^0_d \rightarrow \pi^+K^-$. Furthermore, in this case, the fit did not converge unless the branching ratio information was included. The robustness of the fit was tested by degrad-
ing the assumed mass resolution, the proper-
time resolution or specific ionisation resolu-
tion by 10% (in reality, these resolutions would
be measured from reference samples with bet-
ter accuracy). In all cases, this induced a shift
of less than 0.01 in $b(B^0_d \rightarrow \pi^+\pi^-)$.

Table 17-6: Sensitivity to CP asymmetries using the
5% constraint on the branching ratios, with and with-
out using specific-ionisation (dE/dx) information.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Sensitivity (with dE/dx)</th>
<th>Sensitivity (no dE/dx)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a(B^0_d \rightarrow \pi^+\pi^-)$</td>
<td>0.065</td>
<td>0.078</td>
</tr>
<tr>
<td>$b(B^0_d \rightarrow \pi^+\pi^-)$</td>
<td>0.085</td>
<td>0.117</td>
</tr>
<tr>
<td>$a(B^0_s \rightarrow K^+\pi^-)$</td>
<td>0.020</td>
<td>0.027</td>
</tr>
<tr>
<td>$a(B^0_s \rightarrow \pi^+K^-)$</td>
<td>0.150</td>
<td>0.251</td>
</tr>
<tr>
<td>$a(B^0_s \rightarrow K^+K^-)$</td>
<td>0.097</td>
<td>0.111</td>
</tr>
<tr>
<td>$b(B^0_s \rightarrow K^+K^-)$</td>
<td>0.097</td>
<td>0.111</td>
</tr>
<tr>
<td>$a(\Lambda_b \rightarrow p\pi^-)$</td>
<td>0.022</td>
<td>0.032</td>
</tr>
<tr>
<td>$a(\Lambda_b \rightarrow pK^-)$</td>
<td>0.023</td>
<td>0.036</td>
</tr>
<tr>
<td>(Comb.)</td>
<td>0.014</td>
<td>0.014</td>
</tr>
</tbody>
</table>

The precision on $b(B^0_d \rightarrow \pi^+\pi^-)$ quoted above does not depend on the actual values of $\alpha$, $A_P/A_T$ and $\delta$, but the resulting sensitivities on $\alpha$ and $\delta$ do. Figure 17-12 shows the precision on $\alpha$ for various input values of $\alpha$ and $\delta$, and various values of the uncertainty on $A_P/A_T$ when the fit was performed using the specific-ionisa-
tion information. A precision of better than 5° was obtained for $\alpha$ in most cases, except when $\alpha$
was close to 45° or 135°, which corresponds to $|\sin 2\alpha| \sim 1$ which is strongly disfavoured by the
Standard Model fit [17-11].
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Due to the form of Equation 17-3 and Equation 17-4, a four-fold ambiguity in the result is unavoidable. For example, for input values $\alpha = 90^\circ$, $\delta = 30^\circ$ and $A_p/A_T = 0.2$, the solutions $(\alpha, \delta) = (90^\circ, 30^\circ)$, $(109^\circ, 148^\circ)$, $(270^\circ, 210^\circ)$ and $(289^\circ, 330^\circ)$ have the same $\chi^2$-minimum. Additional secondary $\chi^2$ minima sometimes cannot be excluded from the $\chi^2$ difference – in the above example, solutions $(167^\circ, 79^\circ)$ and $(347^\circ, 259^\circ)$ have $\chi^2 - \chi^2_{\text{min}} \sim 3$. Only an overall CKM unitarity-triangle fit can resolve these ambiguities.

Depending on the exact values of $\alpha$ and $\delta$, and provided that $A_p/A_T$ can be theoretically calculated to within 10%, the analysis of the decay $B^0_d \to \pi^+\pi^-$ could provide a constraint on $\alpha$ with a precision approaching $2^\circ$ after three years of low-luminosity running, with the help of the specific-ionisation measurement in the TRT.

**Figure 17-12** Precision for measuring $\alpha$ as a function of $\alpha$ after three years of low-luminosity data-taking. The three solid lines were obtained (from bottom to top) with phase values $\delta = 0^\circ, 30^\circ$ and $60^\circ$, and with $A_p/A_T = 0.2 \pm 0.02$. The dashed lined was obtained with $\delta = 30^\circ$ and no uncertainty on $A_p/A_T$ and the dotted line with 50% uncertainty on $A_p/A_T$. Note that the precision in the [-180°–0°] range is symmetric to the one shown.

### 17.2.4 Analysis of the decay $B_s^0 \to J/\psi \phi$

#### 17.2.4.1 Introduction

The channel $B_s^0 \to J/\psi \phi$ can be used for various studies. Only a very small CP asymmetry is predicted in the Standard Model as discussed below, and the observation of a sizeable effect would be a clear sign of new physics. Measurement in ATLAS of the CP asymmetry at the level predicted by the Standard Model for this channel is marginal. However, a number of other parameters can be determined within the Standard Model, for example the width difference $\Delta \Gamma_s$. Although these other measurements do not strictly belong in this section, they are covered here since many aspects of the different analyses are coupled.

In the Standard Model, the interference term between the amplitudes for the direct weak decay $B_s^0 \to J/\psi \phi$ and the same decay via $B_s^0$ mixing is proportional to

$$e^{i \xi} = (V^*_{ts} V_{tb} V^*_{cs} V_{cb}) / (V^*_{ts} V_{tb} V_{cs} V_{cb}).$$

This measures the weak-interaction-induced phase that is expected to give rise to a rather small CP-violation asymmetry. The phase $\xi$ is related to the angle $\gamma$ of the unitarity triangle ($\xi = \lambda \sin \gamma |V_{ub}| / |V_{cb}|$, where $\lambda$ is the sine of the Cabibbo angle), but the small expected value of $\xi$ (0.024 – 0.054, see [17-20]) makes the extraction of $\gamma$ via a measurement of $\xi$ difficult. Larger than expected CP violation in the decay $B_s^0 \to J/\psi \phi$ would indicate that processes beyond the Standard Model are involved. Tagged samples of $B_s^0 \to J/\psi \phi$ decays are needed for the measurement of $\xi$. 

---
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The decay $B^0_s \rightarrow J/\psi \phi$ is also very useful for measuring several, as yet unmeasured, parameters in the $B^0_s$-meson system. The different masses of the CP-even ($B^0_s$) and CP-odd ($B^0_s^{*}$) mass eigenstates give rise to mixing between $B^0_s$ and $B^0_s^{*}$ mesons. The difference of widths, $\Delta \Gamma_s = \Gamma^H_s - \Gamma^L_s$, could be as much as 20% of the average $B^0_s$ width $\Gamma_s = (\Gamma^H_s + \Gamma^L_s)/2$ [17-21]. The angular distribution of the $B^0_s \rightarrow J/\psi \phi$ decay products can be expressed in terms of the amplitudes $A_||$ and $A_0$ for decays to CP-even, and $A_\perp$ for decays to CP-odd $J/\psi \phi$ configurations. The expression for the angular distribution contains time-dependent terms proportional to $e^{-\Gamma^H_s t}$ or to $e^{-\Gamma^L_s t}$, allowing $\Delta \Gamma_s$ to be determined experimentally. The phase differences between the amplitudes $A_||$, $A_0$ and $A_\perp$, caused by strong final-state interactions, are parametrised by $\delta_1$ and $\delta_2$, and are measured through their effect on the interference between the amplitudes. Measurements of these parameters require no tagging of the $B^0_s$ flavour at production.

The decay proper time and the angular distributions of the secondary particles in the decay channel $B^0_s \rightarrow J/\psi \phi$ thus carry information about eight independent parameters of physics interest:

- $\Delta \Gamma_s = \Gamma^H_s - \Gamma^L_s$;
- $\Gamma_s = (\Gamma^H_s + \Gamma^L_s)/2$;
- two independent CP amplitudes $A_||$ and $A_\perp$ ($A_0$ is constrained by a normalisation condition);
- the strong phase differences $\delta_2$, $\delta_1$;
- the weak phase difference $\xi$;
- the $B^0_s$ mixing parameter $x_s = \Delta m_s/\Gamma_s$.

Measurements exist at present only for the $B^0_s$ lifetime. A method is proposed, based on earlier theoretical works [17-22], to measure some of these parameters, and estimate the expected precision.

The discussion of the $B^0_s \rightarrow J/\psi \phi$ channel is arranged as follows. Firstly the experimental aspects of reconstructing $B^0_s \rightarrow J/\psi \phi$ decays are addressed in Section 17.2.4.2. Then, Section 17.2.4.3 describes how the flavour at production can be tagged for this channel; tagging is used for the extraction of the weak phase difference, $\xi$, associated with CP-violation (Section 17.2.4.5). In Section 17.2.4.4, the maximum-likelihood method that is used to determine the various parameters from the measured angular distributions is described. This is followed in Section 17.2.4.5 by a discussion of how the parameters are determined in two steps, first using the full sample without tagging to determine $\Gamma_s$, $\Delta \Gamma_s$, $A_||$, $A_\perp$ and $\delta_2$-$\delta_1$, and then using the subset of tagged events to determined the additional parameter $\xi$. The conclusions for this channel are presented in Section 17.2.4.6.

17.2.4.2 Reconstruction of $B^0_s \rightarrow J/\psi \phi$

The decay $B^0_s \rightarrow J/\psi(\mu\mu)\phi(KK)$ was used for this investigation. Simulated events were generated with PYTHIA and fully simulated with GEANT. The expression $\mu\mu$ implies the presence of one muon with $p_T$ of at least 6 GeV and one muon with $p_T$ of at least 3 GeV. All of the particles were required to have $|\eta| < 2.5$, and the $p_T$ of each kaon from the $\phi$ decay was required to be greater than 0.5 GeV. The selection procedure followed quite closely that for the $B^0_s \rightarrow J/\psi K^0_S$ study, and, from the point of view of the experimental techniques, the channels are similar in many ways.
The reconstruction of the $J/\psi$ proceeded as described for $B_d^0 \rightarrow J/\psi K_s^0$. Successful fits were retained if the invariant mass was within three standard deviations of the nominal $J/\psi$ mass ($\sigma = 39$ MeV). In the $\phi$ reconstruction, pairs of oppositely-charged $p_T > 0.5$ GeV particles were fitted to a common vertex and their invariant mass was calculated assuming kaon hypotheses. Successful fits were retained within the mass interval [1.0092–1.0296] GeV. The particles were also required to be collimated within 15 degrees in $\phi$ and 10 degrees in $\theta$.

The muons and kaons coming from the $J/\psi$ and $\phi$ candidates were assumed to come from a $B^0_s \rightarrow J/\psi \phi$ decay and a three-dimensional kinematic fit was performed. The four particles were required to be consistent with coming from a common vertex (probability larger than 0.02), and the momentum of the $B_s$ was required to point to the primary vertex. Cuts on the $p_T$ of the $B^0_s$ (greater than 10 GeV) and on the proper time (longer than 0.5 ps) were also applied. The resolution on the reconstructed $B^0_s$ mass was 27 MeV. The residual distribution of the proper lifetime of the reconstructed $B^0_s$ was well described by a double Gaussian function (Figure 17-13). In the modelling of the angular distributions, described below, a simplified parametrisation of the proper-time resolution was used with a single-Gaussian of width 0.063 ps (see Figure 17-14).

![Figure 17-13](image1.png)  
**Figure 17-13** Residual distribution of the proper lifetime of the reconstructed $B^0_s$, fitted with a double Gaussian of widths 0.05 ps and 0.09 ps.  

![Figure 17-14](image2.png)  
**Figure 17-14** Residual distributions of the proper lifetime of the reconstructed $B^0_s$, fitted with a single Gaussian of width 0.063 ps.

The backgrounds from other processes were estimated using the following Monte Carlo samples: an inclusive sample of $c\bar{c}$ events containing a $J/\psi$ produced by a direct colour-octet model implemented in PYTHIA [17-23]; an inclusive sample of $b\bar{b}$ events giving rise to a $J/\psi$; and a sample of $B^0_d \rightarrow J/\psi K^{0}$ decays. The number of events selected for each sample is given in Table 17-7. Essentially all the background came from events containing a $b$-quark, with the reconstructed $J/\psi$ being genuine and the $\phi$ being fake. The dominant channel giving rise to such backgrounds is $B^0_d \rightarrow J/\psi K^{0}$. Typically, the fake $\phi$ contains one genuine and one misassigned charged kaon. The use of specific ionisation could help in controlling the $K^{0}$ reflection, but this is still to be studied.

The background studies were mainly done with the fast-simulation program. A smaller sample of inclusive $b\bar{b} \rightarrow J/\psi X$ events was, however, studied with full simulation and reconstruction, and the results obtained were found to be consistent with the fast-simulation study.
17.2.4.3 Tagging

Much of the analysis described below can be performed without tagging the flavour at production of the $B_s^0$ that decayed to $J/\psi\phi$. However, the measurement of the weak phase, described at the end of Section 17.2.4.5, requires tagging. Here some issues of tagging that are specific to the $B_s^0 \rightarrow J/\psi\phi$ analysis are addressed.

Events with an additional lepton can provide a subsample of tagged events. However, the efficiency of lepton tagging is low due to the relatively small semileptonic branching ratios of $B$-mesons and the effects of the $p_T$ and $\eta$ cuts. The tagging efficiency can be increased by using the jet charge to determine the flavour of the $B$ at production. Note that the mass of the resonance $B^{**0}$ is expected to be such that the decay to $K$ is not kinematically possible [17-24], and therefore, the jet-charge tag can exploit only the fragmentation correlation in case of $B_s^0$ mesons.

The jet charge $Q_{jet}$ is defined by:

$$Q_{jet} = \frac{\sum q_i p_i^\kappa}{\sum |p_i|^\kappa}$$

where $q_i$ is the charge of the $i$th particle, and $p_i$ is a momentum measure. According to fragmentation models, the particles are ordered in the momentum component parallel to the original quark direction. On the other hand, maximising the momentum component transverse to the beam-line would guarantee that no very hard forward particles are wrongly assigned to the jet. Various options were considered, and the best results were obtained by using the momentum component parallel to the reconstructed $B$-meson direction, which is used in the following. The parameter $\kappa$ controls the relative influence of the soft and hard tracks in the jet charge. Using Monte Carlo models, the optimum performance was obtained with a value of $\kappa$ near to 0.5, though in principle additional information could be extracted by considering a range of $\kappa$ values.

Only particles which satisfied the general acceptance requirements of $p_T > 0.5$ GeV and $|\eta| < 2.5$ were considered. Particles were required to be in a cone with $\Delta R<0.8$ of the reconstructed $B$-meson momentum vector, and particles from the $B_s^0 \rightarrow J/\psi\phi$ decay were excluded. Particles with impact parameters $|d_0| > 1$ cm were also excluded, as they probably originate from decays rath-
er than the fragmentation process. After these selections, there were cases where there were no particles remaining to form the jet charge, and also cases where the charge was based only on one particle.

The algorithm was optimised by minimising the estimate of the statistical error on the CP-violating weak phase measurement by adjusting the square of the dilution factor $D_{\text{tag}}$ and the tag efficiency $\varepsilon$. This resulted in a lower efficiency (62%) and a higher purity ($D_{\text{tag}} = 0.23$) than for jet-charge tagging in the $B_s^0 \rightarrow J/\psi K^0_S$ analysis. In principle, the algorithm could be further optimised by excluding cases where the estimated jet charge is near to zero where the chances of incorrect assignment are high. Preliminary studies indicate that the performance is enhanced with the exclusion of cases with $|Q_{\text{jet}}| < 0.3$. This will be optimised further using higher statistics.

17.2.4.4 Modelling of $B_s^0 \rightarrow J/\psi \phi$ decays and the likelihood function

The precision of the experimental determination of the parameters describing the $B_s^0 \rightarrow J/\psi \phi$ decay was estimated using a maximum-likelihood fit to Monte Carlo simulated data. The decay $B_s^0 \rightarrow J/\psi \phi$ was modelled according to a probability density function:

$$F^\pm(t, \Omega) = \frac{1}{4\pi^2} \times \frac{9}{8} \times \sum_{i=1}^{8} f_i^\pm(t) \times F_i(\Omega)$$

where the superscript $+(-)$ indicates $B_s^0$ ($\bar{B}_s^0$), the functions $f_i$ are bilinear combinations of time-dependent decay amplitudes, and $\Omega = (\theta_1, \theta_2, \phi)$, where $\theta_1, \theta_2$ and $\phi$ are angles describing the direction of the secondary particles in the decay $B_s^0 \rightarrow J/\psi (\mu\mu) \phi (KK)$ as defined in Figure 17-15. The functions $F_i$ are trigonometric functions of the decay angles. The functions $f_i$ and $F_i$ are defined in [17-25]. In the simulation, the values of the eight unknown independent parameters (two amplitude values $A_1 \parallel$ and $A_L \perp$, two strong phase differences $\delta_2$ and $\delta_1$, the mixing parameter $x_s$, the weak phase $\xi$ and the two decay rates $\Gamma_H$ and $\Gamma_L$) were chosen based on the latest theoretical and experimental results ([17-21], [17-22] and [17-26]).

The simulation took into account the proper-time resolution approximated by a single Gaussian function as obtained from the full detector simulation and reconstruction. The acceptance as a function of proper time and the three angles was included. The background was also simulated, and was taken to be flat in the decay angles. The time dependence of the background was assumed to have a form $e^{-\Gamma t}$ where $\Gamma$ corresponds to the average neutral $B$-hadron lifetime. The level of background, $b$, will be determined from the invariant-mass distribution, and was fixed in the fit. The likelihood function had the form:
where for untagged events \( \varepsilon_1 = \varepsilon_2 = 0.5 \); for events with a tagged as a particle \( \varepsilon_1 = 1 - \omega \) and \( \varepsilon_2 = \omega \), where \( \omega \) is the wrong-tag fraction; for a tagged as an antiparticle \( \varepsilon_1 = \omega \) and \( \varepsilon_2 = 1 - \omega \). The index \( i \) is running over the events. Finally, \( t_{\text{min}} \) is the minimum proper lifetime allowed in the event selection.

17.2.4.5 Parameter determination and estimation of precision

The most complete analysis would include both tagged and untagged events in a single maximum-likelihood fit. It became clear, however, that the expected experimental precision was not sufficient to allow the simultaneous determination of all eight unknown parameters. Instead, the analysis was divided into two steps. In the first step, the full event statistics were used. In the second step only the events with a tag were analysed. This allowed several useful approximations to be made.

The full event statistics, including both tagged and untagged events, were modelled according to Equation 17-5. Five parameters, \( \Delta \Gamma_s, \Gamma_s, A_{||}, A_{\perp} \) and \( \delta_2 - \delta_1 \), were determined in the fit assuming \( \varepsilon_1 = \varepsilon_2 = 0.5 \), which leads to the cancellation of the oscillatory terms in the likelihood function. With this assumption, the three other parameters \( \xi, x_s \) and \( \delta_2 + \delta_1 \) have a negligible influence on the likelihood function, and so were fixed in the fit.

The rate difference \( \Delta \Gamma_s = \Gamma_{H} - \Gamma_{L} \) could be determined by this method with a relative statistical error of less than 12% with 30 fb\(^{-1}\), corresponding to 300 000 signal events (see Figure 17-16). The result depends strongly on the value of \( \Delta \Gamma_s / \Gamma_s \), while the decay-time resolution is not critical here (see Figure 17-17). The relative statistical errors on the other free parameters are summarised in Table 17-8. The statistical errors are typically a few percent, except for the strong phase difference \( \delta_{2} - \delta_{1} \), for which the probability density function is insensitive if \( (\delta_{2} - \delta_{1}) \sim \pi \), as suggested by theoretical models (see Dighe, Dunietz and Fleischer in [17-22], and references therein).

Several sources of systematic errors were considered. The mean lifetime in the background sample must be known, and will be determined from sidebands in the reconstructed mass distribution. If this mean lifetime was overestimated by 3% in the likelihood function, the measured value of \( \Delta \Gamma_s \) was shifted downwards by 0.04, giving a 7% systematic error. The likelihood fit also used the measured proper decay time and its error for each event. The error depends on the position uncertainty on the secondary
vertex and on the momentum error, and a mis-estimation of either can introduce a systematic error on the $\Delta \Gamma_s$.

This effect was tested by assuming a proper decay-time uncertainty in the likelihood fit that was 5% larger than the uncertainty used in the simulation; this conservative estimate resulted in a negligible systematic error.

The angular distribution of the background may have a complicated shape. Decay channels that are flat in decay angle (e.g. the decay to non-resonant states $B \to J/\psi K \pi$) will gain apparent structure due to incorrect mass assignments. Background channels with polarisation (such as $B^0 \to J/\psi K^0(0)$) will have an intrinsic angular structure and will also be deformed by incorrect mass assignments. However, the actual background shape can be estimated from the side bands. Also, if the background composition is well determined, the background shape can be calculated from the measured distributions of the background channels. No estimate is included as yet for the systematic effects of the non-flat background distributions.

Figure 17-16 The relative error of $\Delta \Gamma_s$ as a function of signal statistics for three levels of background: 15% (full line), 30% (dashed line) and no background (dotted line). $\Delta \Gamma_s$ was determined by a maximum-likelihood fit. The four other parameters of the fit were $\Gamma_s$, $A_\|$, $A_\perp$ and $\delta_2 - \delta_1$.

Figure 17-17 The relative error of $\Delta \Gamma_s$ as a function of the relative precision of the proper-lifetime measurement for three values of the ratio $\Delta \Gamma_s / \Gamma_s$. The full line corresponds to $\Delta \Gamma_s / \Gamma_s = 15\%$, the dashed line to $\Delta \Gamma_s / \Gamma_s = 20\%$, and the dotted line to $\Delta \Gamma_s / \Gamma_s = 25\%$. The statistics here is 300 000 signal events, and the background is 15% of the signal.
The second part of the analysis was done for tagged events only, using the jet-charge-tag method described in Section 17.2.4.3 (there is scope to improve the measurement by using other tagging methods in addition). In order to give an estimate of the performance in a simple case, seven of the eight parameters were fixed, leaving only the weak phase $\xi$ free. This was based on the assumption that the values of the other parameters can be determined in other measurements (using untagged $B_s^0 \to J/\psi \phi$, and $B_d^0 \to J/\psi K^0$, and $B_s^0 \to D_s \pi$ events). For this ideal case, where all other parameters were measured with negligible errors, the weak phase can be obtained with a statistical precision $\delta(\xi) \sim 0.03$, assuming the Standard Model expected values: $\xi = 0.039$, $x_s = 20$ and $\Delta\Gamma_s/\Gamma_s = 0.15$. The errors obtained for different values of the mixing parameter and proper decay-time resolutions are shown in Figure 17-18. The results for the tagged analysis are summarised in Table 17-9.

The results presented above are derived in the context of the Standard Model. However, it is possible to express the $CP$ asymmetry purely in terms of the helicity amplitudes, $\Gamma_s$, $\Delta\Gamma_s$, $x_s$ and the phase $\xi$. The precision of the asymmetry measurement can be studied, independent of the model, as a function of any triplet of $\Delta\Gamma_s$, $x_s$ and $\xi$ values, using the already-measured value of $\Gamma_s$. Table 17-10 shows results for some examples of input parameters. The first row in the Table shows the case of the Standard Model, with the input parameters based on an overall fit to existing experimental data. The second and third rows show two examples for non-standard models [17-27], [17-28]. As expected, there is some degradation of the precision on the measurement of $\xi$ with increasing $x_s$, due to the difficulty in resolving the rapid oscillations. On the other hand, the precision of the measurement of $\xi$ is not strongly dependent on the value of $\xi$. For example, keeping $x_s = 20$, $\Delta\Gamma_s/\Gamma_s = 0.15$ and using an input value $\xi = 0.16$ (instead of 0.04 in the Standard Model), leaves the precision unchanged at $\delta(\xi) = 0.03$. Thus, the analysis gives high sensitivity to any new physics that significantly enhances the $CP$ asymmetry in this channel over a wide range of $x_s$ values.

![Figure 17-18](image-url)

**Figure 17-18** The error on the weak phase $\xi$ as a function of the relative precision of proper-lifetime measurement for three values of the $B_s^0$ mixing parameter $x_s$. The full line corresponds to $x_s = 20$, the dashed line to $x_s = 30$ and dotted line to $x_s = 40$. The weak phase $\xi$ was determined by a maximum-likelihood fit, while all other seven parameters were fixed.

**Table 17-9** Summary of the tagged-sample analysis with 30 fb$^{-1}$ data.

<table>
<thead>
<tr>
<th>Number of signal events</th>
<th>180 000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of background events</td>
<td>27 000</td>
</tr>
<tr>
<td>Proper-time resolution</td>
<td>4.4%</td>
</tr>
<tr>
<td>Input parameters</td>
<td>$\Gamma_s/\Gamma_s = 0.15$, $x_s = 20$, $\tau_{B_s} = 1.61$ ps, $\delta_2 = 0$, $\delta_1 = -\pi$</td>
</tr>
<tr>
<td></td>
<td>$</td>
</tr>
<tr>
<td>$\xi = 0.039, \tau_B = 1.58$ ps.</td>
<td></td>
</tr>
<tr>
<td>$\delta(\xi)$</td>
<td>0.03 (stat.)</td>
</tr>
</tbody>
</table>
17.2.4.6 Conclusions

The main results of the $B_s^0 \rightarrow J/\psi \phi$ study are summarised in Tables 17-8 and 17-9. ATLAS can measure $\Delta \Gamma_s$ with a relative error $\delta(\Delta \Gamma_s)/\Delta \Gamma_s = 12\%$ (stat.)+7\% (syst.). The fit allows the simultaneous determination of other parameters (the average width $\Gamma_s$ and the amplitudes $A_{||}$ and $A_{\perp}$ for the decays to $CP$-even and $CP$-odd $J/\psi \phi$ configurations). Making use of events tagged using the jet-charge technique, the $CP$-asymmetry parameter $\xi$ can be measured with high precision ($\delta(\xi) = 0.03$ for $x_s = 20$).

17.2.5 Analysis of the decay $B_d^0 \rightarrow D^0 K^*$

The use of the decay amplitudes of several neutral $B_d^0$ decays in determining the angle $\gamma = \arg(-V_{ud}^* V_{ub}^*/V_{cd}^* V_{cb}^*)$ was investigated. The following relations hold between six decay modes of the $B_d^0$ to neutrals:

\[
\begin{align*}
A(B_d^0 \rightarrow D^0 K^*) &= A(-B_d^0 \rightarrow D^0 \bar{K}^*) , \\
A(B_d^0 \rightarrow D^0 K^*) &= A(-B_d^0 \rightarrow D^0 \bar{K}^*) , \\
A(B_d^0 \rightarrow D_{CP}^0 K^*) &\neq A(-B_d^0 \rightarrow D_{CP}^0 \bar{K}^*) ,
\end{align*}
\]

when $D^0$ and $K^0$ decay into $K\pi$, and $D_{CP}^0$ indicates a decay to $CP$ eigenstates (\pi\pi, KK). Two triangles can be constructed, which differ in the length of one side only [17-29]. The angle $2\gamma$ is formed as shown in Figure 17-19. Thus, by measuring the decay rates in the different channels, the angle $\gamma$ could be determined.

The assumed branching ratios used in the study were agreed between the LHC experiments (see [17-30])); some of the expected branching ratios are very low, in particular that for $B_d^0 \rightarrow D^0 K^*$, which is of the order of $10^{-6}$. After the requirement that the events contained a trigger muon with $p_T > 6$ GeV and that the four final-state particles were within the detector acceptance, approximately 60 events were retained per year in the rarest decay mode. Furthermore, the LVL2 trigger for this decay, based on the $D^0$ and $K^*$ invariant masses, would have to operate with high $p_T$ thresholds for the hadrons in or-

Table 17-10 Precision on measurement of $CP$-violation parameter, $\xi$, as a function of $\Delta \Gamma_s/\Gamma_s$, $x_s$ and the true value of $\xi$.

<table>
<thead>
<tr>
<th>$x_s$</th>
<th>$\Delta \Gamma_s/\Gamma_s$</th>
<th>Input value of $\xi$</th>
<th>$\delta(\xi)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.15</td>
<td>0.04 (SM)</td>
<td>0.03</td>
</tr>
<tr>
<td>33</td>
<td>0.15</td>
<td>0.08 ([17-27])</td>
<td>0.05</td>
</tr>
<tr>
<td>39</td>
<td>0.15</td>
<td>0.17 ([17-28])</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Figure 17-19 The two triangles formed of decay amplitudes of six possible decays of the form $B_d^0 \rightarrow D^0 K^*$. 
der to limit the rate from the combinatorial background. It can be concluded that the measurement of all the six decay modes by ATLAS alone would not be feasible assuming Standard Model branching ratios.

17.2.6 Conclusions on CP violation

The angle $\beta$ of the unitarity triangle is expected to be measured with a precision of

$$\delta(\sin 2\beta) = 0.012 \text{ (stat.)}$$

with an integrated luminosity of 30 fb$^{-1}$, collected at low-luminosity data-taking. The precision can be improved further to about 0.010, if triggering on muons with $p_T > 3$ GeV can be achieved at LVL2. Systematic uncertainties arising from the production asymmetry, flavour tagging and background are expected to be controlled to better than 1% by using the non-CP-violating decays $B^+ \rightarrow J/\psi(\mu\mu)K^+$ and $B^0_d \rightarrow J/\psi(\mu\mu)K^{*0}$ (where $K^{*0} \rightarrow K^+\pi^-$). Furthermore, the availability of many tagging algorithms and the large statistics of tagged and untagged signal and background samples provide the flexibility to perform internal cross-checks of the analysis.

Since the ATLAS Technical Proposal, significant progress has been made in the analysis of the decay $B^0_d \rightarrow \pi^+\pi^-$ to overcome problems associated with the large background. An effort has been made to use the specific ionisation in the TRT to separate pions, kaons and protons on a statistical basis. A sophisticated fitting method has been developed to use maximally the event-by-event information: each event was assigned a probability to belong to any of the decay classes (signal and backgrounds), based on the probability distribution functions on proper time and its uncertainty, the invariant mass, the specific ionisation of the two particles and the flavour at production and at the decay time. Possible $CP$ asymmetries in the background were taken into account. With an integrated luminosity of 30 fb$^{-1}$, the fit gave a statistical precision on the mixing-induced $CP$-violation amplitude $b$ of:

$$\delta b(B^0_d \rightarrow \pi^+\pi^-) = 0.085 \text{ (stat.)}.$$  

The branching ratios of the signal and background channels were constrained to estimated values within 5% uncertainty, since the branching ratios are expected to be measured before ATLAS can proceed to the $CP$-violation measurement of this channel. However, if the branching fractions were left completely free in the fit, the precision would degrade only to 0.090. On the other hand, if no $dE/dx$ information were used, the precision would degrade to 0.117. The sensitivity to the direct $CP$-violation amplitude $a$ was 0.065. If there were no penguin graphs contributing to this decay, the $b$ coefficient would be equal to $\sin 2\alpha$, which could be measured with a precision of 0.059.

The sensitivity to the angle $\alpha$ of the unitarity triangle depends on the value of $\alpha$, on the ratio of the penguin and tree-level amplitudes, and on the strong phase $\delta$. Nevertheless, over most of the range, the precision on $\alpha$ approaches $2\sigma$ after three years of low luminosity running.

The third angle of the unitarity triangle, $\gamma$, is difficult to measure. Using tagged $B^0_s \rightarrow J/\psi\phi$ decays, the weak phase $\xi = 2\lambda sin\gamma |V_{ub}| / |V_{cb}|$ can be measured with a statistical precision of 3% ($x_s = 20$) using the 180 000 reconstructed events expected for an integrated luminosity of 30 fb$^{-1}$. Nevertheless, there is no sensitivity to the angle $\gamma$ in the Standard Model. The use of the six decays $B^0_s \rightarrow D^0K^{*0}$ does not seem feasible for $\gamma$ measurement either. The unitarity triangle will, however, already be overconstrained by the measurements of the two angles $\alpha$ and $\beta$, and the $B^0_s$-mixing measurement (see following section), which measures a side of the unitarity trian-
The current Standard Model best estimate for the angle $\gamma$ yields $\gamma = (59.5^{+8.5}_{-6.5})^\circ [17-11]$. Furthermore, it has been proposed that the ratio of the branching fractions of charged and neutral $B$ mesons into $K\pi$ final states would constrain $\sin^2 2\gamma$, but there are diverging views on the theoretical validity of the proposal (see [17-11] and references therein).

The $B^+_s \rightarrow J/\psi \phi$ decays are also useful for various other measurements of the $B^0_s$-meson system, and an angular-analysis technique was developed. Since tagging is not needed, the statistics are fairly large – 300 000 events for an integrated luminosity of 30 fb$^{-1}$. The width difference of the $B^0_s$-meson eigenstates, $\Delta \Gamma_s$, is expected to be measured with a relative statistical precision of 12%, and $\Gamma_s$ can be measured with a relative statistical precision of 0.7%. In addition, the decay amplitudes to $CP$-even and $CP$-odd final states can be measured with a relative precision of 0.7% and 3%, respectively.

### 17.3 Measurements of $B^0_s$ oscillations

#### 17.3.1 Introduction

The observed $B^0_s$ and $\bar{B}^0_s$ states are linear combinations of two mass eigenstates, denoted here as $H$ and $L$. Due to the non-conservation of flavour in charged weak-current interactions, transitions between $B^0_s$ and $\bar{B}^0_s$ states occur with a frequency proportional to $\Delta m_s = m_H - m_L$.

Experimentally, these $B^0_s - \bar{B}^0_s$ oscillations have not yet been observed directly. In the Standard Model, their frequency is predicted in [17-11] to be between 12.0 ps$^{-1}$ and 17.6 ps$^{-1}$ with 68% CL, and lower than 20 ps$^{-1}$ at 95% CL, significantly larger than the corresponding value $\Delta m_d$ in the $B^0_d - \bar{B}^0_d$ system. From measurements done by the ALEPH, DELPHI and OPAL experiments at LEP by SLD at SLC, and by CDF at the Tevatron, a combined lower bound of $\Delta m_s > 12.4$ ps$^{-1}$ at 95% CL has been established [17-31]. In the $B^0_d - \bar{B}^0_d$ system, the oscillations have been directly observed and a rather precise value $\Delta m_d = 0.464 \pm 0.018$ ps$^{-1}$ [17-32] has been measured.

The values for $\Delta m_d$ and $\Delta m_s$ predicted in the Standard Model by computing the corresponding box diagrams, with the top-quark contribution assumed to be dominant, are proportional to $|V_{td}|^2$ and $|V_{ts}|^2$ respectively. The direct determination of $V_{td}$ and $V_{ts}$ from $\Delta m_d$ and $\Delta m_s$ is, however, hampered by hadronic uncertainties. These uncertainties partially cancel in the ratio:

$$\frac{\Delta m_s}{\Delta m_d} = \frac{M_{B_s} \bar{B}_B f_{B_s}^2}{M_{B_d} \bar{B}_B f_{B_d}^2} \frac{|V_{ts}|^2}{|V_{td}|^2},$$

where $M_B$ are the $B$-meson masses, $\bar{B}_B$ are the bag parameters, and $f_B$ are the $B$-meson form factors. Using the experimentally-measured masses and a value for the ratio $\xi = (\bar{B}_B f_{B_s})/(\bar{B}_B f_{B_d})$ which can be computed in lattice QCD, a better constraint for $|V_{ts}|/|V_{td}|$ can be obtained, which can then be converted into a constraint of $|V_{td}|$, the worst-measured side of the unitarity triangle.

The probability density to observe an initial $B^0_s$ meson decaying at time $t$ after its creation as a $B^0_s$ meson is given by:
where \( \mu_0 = -1 \), \( \Delta \Gamma_s = \Gamma_H - \Gamma_L \) and \( \Gamma_s = (\Gamma_H + \Gamma_L)/2 \). For an initial \( B_s^0 \) meson, the probability density \( P_{B_s^0}^{B_s^0}(t) \) to decay as a \( B_s^0 \) meson at time \( t \) is given by the above expression with \( \mu_0 = +1 \). The small effects of \( CP \) violation are neglected in the above relation. Unlike which can be safely neglected, the width difference in the \( B_s^0 - B_s^0 \) system \( \Delta \Gamma_s \) could be as much as 20% of the total width \( \Gamma_s \) [17-21].

Experimentally, \( \Delta m_s \) can be determined by measuring the asymmetry:

\[
A(t) = \frac{P_{B_s^0}^{B_s^0}(t) - P_{B_s^0}^{B_s^0}(t)}{P_{B_s^0}^{B_s^0}(t) + P_{B_s^0}^{B_s^0}(t)} \sim \frac{\cos \Delta m_s t}{\cosh \Delta \Gamma_s t / 2},
\]

\( B_s^0 \) (\( B_s^0 \)) is tagged at the production point by the muon used for the LVL1 trigger; at the decay vertex, the meson’s state is given by the charge-sign of one of the decay products. From the fit of the measured asymmetry, the oscillation period can be determined.

### 17.3.2 Event reconstruction

The signal channels considered for the measurement of \( B_s^0 - B_s^0 \) oscillations were \( B_s^0 \to D_s^- \pi^+ \) and \( B_s^0 \to D_s^- \phi^{-} \), with \( D_s^- \to \phi \pi^- \) followed by \( \phi \to KK \) (called \( \phi \) mode in the following). For both \( B_s \) decay channels, the decay mode \( D_s^- \to K^{*0}K^- \) with \( K^{*0} \to K^+ \pi^- \) (called \( K^{*0} \) mode in the following) may also be considered in order to increase the signal statistics. The \( K^{*0} \) mode analysis for \( B_s^0 \to D_s^- a_1^+ \) decay channel is discussed in this report. However, since this mode is not yet included in the LVL2 trigger, the maximum value of \( \Delta m_s \) which can be measured by ATLAS was computed without the \( K^{*0} \) mode, and the effect of including this decay mode is shown separately. Using a 3 GeV cut on the \( p_T \) of the three tracks from \( D_s^- \to K^{*0}K^- \) and other cuts similar to those for the \( \phi \)-mode trigger, an increase of around 235 Hz would be expected in the LVL2 trigger rate from adding the \( K^{*0} \) mode.

The simulated events were generated using PYTHIA 5.7 in the framework of ATGEN-B (ATLAS program for \( B \)-event generation), and then passed through the ATLAS simulation program DICE (Inner Detector only). Details about the general physics parameters used in ATGEN-B may be found in Section 17.1.2. In the simulation, the \( b \)-quark was forced to decay semileptonically giving a muon with \( p_T > 6.0 \) GeV and \( |\eta| < 2.5 \). The \( b \) was forced to produce the required \( B \)-decay channel. All the final-state particles from the \( B \) decay were required to have \( p_T > 0.5 \) GeV and \( |\eta| < 2.5 \). The simulated events were reconstructed using the xKalman package from ATRECON.

#### 17.3.2.1 Reconstruction of the \( D_s^- \) decay vertex in the \( D_s^- \to \phi \pi^- \) decay mode

The reconstruction of the \( D_s^- \) vertex in the \( D_s^- \to \phi \pi^- \) decay mode proceeded via two steps (here and in the following charge-conjugate states are implicitly included). The \( \phi \) decay vertex was first reconstructed by considering all combinations of pairs of oppositely-charged tracks with \( p_T > 1.5 \) GeV for both tracks. Kinematic cuts on the angles between the two tracks...
Δθ_{KK} < 10° and Δφ_{KK} < 10° were also imposed. The two-track vertex was then fitted assigning the kaon mass to both tracks. Combinations passing a fit-probability cut of 1% with the invariant mass within 3σ_{φ} of the nominal φ mass were selected as φ candidates. To all accepted φ candidates, a third negative track with p_T > 1.5 GeV from the remaining ones was added. The pion mass was assigned to the third track and a three-track vertex was refitted. Combinations of three tracks which had a fit probability greater than 1% and an invariant mass within of the nominal D_s^− mass were selected as D_s^− candidates. Figure 17-20 and Figure 17-21 show the reconstructed invariant-mass distributions for φ and D_s^−, respectively, in the channel B_s^0 → D_s^− (φπ^−) a_1. Similar distributions were obtained in the decay channel B_s^0 → D_s^− (φπ^−) π^−.

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{figure17_20.png}
\caption{Reconstructed φ invariant-mass distribution in the channel B_s^0 → D_s^− (φπ^−) a_1. In the dark histogram, the reconstructed φ matches a generated φ. The distributions only include the contribution from Monte Carlo events for the indicated signal channel.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{figure17_21.png}
\caption{Reconstructed D_s^− invariant-mass distribution in the channel B_s^0 → D_s^− (φπ^−) a_1. In the dark histogram, the reconstructed D_s^− matches a generated D_s^−. The distributions only include the contribution from Monte Carlo events for the indicated signal channel.}
\end{figure}

17.3.2.2 Reconstruction of the D_s^− decay vertex in the D_s^− → K^{*0} K^- decay mode

The reconstruction of the D_s^− decay vertex in the decay mode D_s^− → K^{*0} K^- was performed using similar techniques to those used in the D_s^− → φπ^- case. First, K^{*0} candidates were reconstructed from combinations of pairs of oppositely-charged tracks, with p_T > 3.0 GeV for each track, and Δθ_{Kπ} < 10° and Δθ_{KK} < 20° assuming that the positive-charge track was a kaon and the negative-charge one was a pion. The two tracks were required to originate from the same vertex (vertex fit probability greater than 1%) and have an invariant mass within one Γ_{BW} of the nominal K^{*0} mass.

Additional negative-charge tracks with p_T > 3.0 GeV were combined with K^{*0} candidates, applying the kaon hypothesis for the additional tracks. The three tracks were then fitted as originating from a common vertex; no mass constraint was required for the tracks from K^{*0}, due to the large K^{*0} natural width. Combinations with a fit probability greater than 1% and with an invariant mass within 3σ_{D_s} of the nominal D_s mass were selected as D_s candidates.
The invariant-mass distributions of the reconstructed $K^{*0}$ and $D_s^-$ candidates are shown in Figure 17-22 and Figure 17-23, respectively.

**Figure 17-22** Reconstructed $K^{*0}$ invariant-mass distribution in the $B_s^0 \rightarrow D_s^-(K^{*0}K^-)a_1^+$ channel. In the dark histogram, the reconstructed $K^{*0}$ matches a generated $K^{*0}$. The distributions only include the contribution from Monte Carlo events for the indicated signal channel.

**Figure 17-23** Reconstructed $D_s^-$ invariant-mass distribution in the $B_s^0 \rightarrow D_s^-(K^{*0}K^-)a_1^+$ channel. In the dark histogram, the reconstructed $D_s^-$ matches a generated $D_s^-$. The distributions only include the contribution from Monte Carlo events for the indicated signal channel.

### 17.3.2.3 Reconstruction of the $a_1^+$ decay vertex

For each reconstructed $D_s^-$ meson, a search was made for $a_1^+$ candidates in three-particle combinations of the remaining charged tracks. In a first step, $\rho^0$ mesons were reconstructed from all combinations of two tracks with opposite charges and with $p_T > 0.5$ GeV for both tracks, each particle in the combination being assumed to be a pion. Kinematic cuts $\Delta \phi_{\pi\pi} < 15^\circ$ and $\Delta \phi_{\pi\pi} < 35^\circ$ were used to reduce the combinatorial background. The two selected tracks were then fitted as originating from the same vertex; from the combinations passing a fit probability cut of 1%, those with an invariant mass within 1.5 $\Gamma_{BW}$ of the nominal $\rho^0$ mass were selected as $\rho^0$ candidates.

Next, a positive track with $p_T > 0.5$ GeV from the remaining charged tracks was added to the $\rho^0$ candidate, assuming the pion hypothesis for the extra track. The three tracks were then fitted as originating from a common vertex, without any mass constraints. Combinations with a fit probability greater than 1% and with an invariant mass within 300 MeV of the nominal $a_1^+$ mass were selected as $a_1^+$ candidates.

The invariant-mass distributions of the reconstructed $\rho^0$ and $a_1^+$ candidates are shown in Figure 17-24 and Figure 17-25, respectively.
17.3.2.4 Reconstruction of the $B_s^0$ decay vertex

For the $B_s^0 \rightarrow D_s^- \pi^+$ channel, the $B_s^0$ decay vertex was reconstructed by considering all $D_s^-$ candidates and adding a fourth track from the remaining tracks in the event. This track was required to have opposite charge with respect to the pion track from the $D_s^-$ and $p_T > 1.0$ GeV. The four-track decay vertex was refitted including $\phi$ and $D_s^-$ mass constraints, and requiring that the total momentum of the $B_s^0$ vertex pointed to the primary vertex and the momentum of $D_s^-$ vertex pointed to the $B_s^0$ vertex.

For the $B_s^0 \rightarrow D_s^- a_1^{+}$ channel, the $B_s^0$ candidates were reconstructed combining the $D_s^-$ candidates with the $a_1^{+}$ candidates. A six-track vertex fit was then performed with mass constraints for the tracks from $\phi$ and $D_s^-$; due to the large $a_1^{+}$ natural width, the three tracks from the $a_1^{+}$ were not constrained to $a_1^{+}$ mass. Similarly, for the $K^{*0}$ mode, the tracks from $K^{*0}$ were not constrained to the $K^{*0}$ mass. As in the $B_s^0 \rightarrow D_s^- \pi^+$ channel, the total momentum of the $B_s^0$ vertex was required to point to the primary vertex and the momentum of $D_s^-$ vertex was required to point to the $B_s^0$ vertex.

In order to be selected as $B_s^0$ candidates, the four-track and six-track combinations were required to give a probability greater than 1% for the vertex fit. The signed separation between the reconstructed $B_s^0$ vertex and the primary vertex, and between the $D_s^-$ and $B_s^0$ vertex were required to be positive (the momentum should not point backward to the parent vertex). To improve the purity of the sample, further cuts were imposed: the accepted $B_s^0$ candidates were required to have a proper decay time greater than 0.4 ps, an impact parameter smaller than 55 $\mu$m and $p_T > 10$ GeV.
17.3.3 Background analysis

Background to the channels being considered for the measurement of $\Delta m_s$ can come from two sources: from other four- or six-body $B$-hadron decay channels, and from combinatorial background (random combinations with some or all particles not originating from a $B$ decay).

For $B_s^0 \to D_s^- \pi^+$, the following four-body decay channels were considered as potential sources of background: $B_d^0 \to D_s^- \pi^+$, $B_s^0 \to D^- \pi^+$ (with $D^-$, $D_s^- \to \phi \pi^-$ and $\phi \to KK$) and $\Lambda_b^0 \to \Lambda_c^+ \pi^-$ followed by $\Lambda_c^+ \to pK^- \pi^+$. The similar six-body decay channels considered as potential sources of background for $B_s^0 \to D_s^- \sigma_1$ were: $B_d^0 \to D_s^- \sigma_1$, $B_s^0 \to D^- \sigma_1$ (with $D^-$, $D_s^- \to \phi \pi^-$, $\phi \to KK$ for the $\phi$ mode and $D^-$, $D_s^- \to K^{*0}K^-$, $K^{*0} \to K^+ \pi^-$ for the $K^{*0}$ mode) and $\Lambda_b^0 \to \Lambda_c^+ \pi^-$ followed by $\Lambda_c^+ \to pK^- \pi^+ \pi^+ \pi^-$. The simulated four- and six-body background events were passed through the detailed detector-simulation program, reconstructed and analysed using the same programs, the same conditions, and the same cuts as the signal events.

In order to study the combinatorial background, a very large sample of simulated inclusive-muon events is needed. The results presented here are based on a sample of 1.1 million $b\bar{b} \to \mu X$ events, with $p_T > 6$ GeV and $|\eta| < 2.4$ for the muon corresponding the trigger conditions. Even with this large sample, the background estimate is based on very low statistics.

The $b\bar{b} \to \mu X$ sample was analysed in the framework of the fast-simulation program ATLFAST++ (see Section 2.5), applying the same algorithms and the same cuts that were used for the fully-simulated samples. A careful check was made of the performance of the fast-simulation program by running it on signal and six-body background samples, and comparing the results with those from the detailed simulation. Good agreement was obtained for the number of reconstructed events and the widths of the mass peaks for the reconstructed particles.

17.3.4 Evaluation of signal and background statistics

The reconstructed $B_s^0$ invariant-mass distributions in the decay channels $B_s^0 \to D_s^- (\phi \pi^-) \pi^+$, $B_s^0 \to D_s^- (\phi \pi^-) \sigma_1$, $B_s^0 \to D^- (K^{*0}K^-) \sigma_1$ and $B_s^0 \to D^- (K^{*0}K^-) a_1 (\rho^0 \pi^+)$ are shown in Figure 17-26, Figure 17-27 and Figure 17-28, respectively, for an integrated luminosity of 10 $fb^{-1}$.
The reconstructed mass distributions for the four- and six-body background channels are also shown in the figures. The combinatorial background, for which only very limited statistics are available, is not shown in these figures; its distribution is expected to be flat in the relevant mass range.

The mass resolutions of the reconstructed mesons were obtained by fitting single-Gaussian distributions. The results are 33.5 MeV for $B_s^0 \to D_s^-(\phi\pi^-)\pi^+$, 32.2 MeV for $B_s^0 \to D_s^-(K^+K^-)\pi^+$, and 30.5 MeV for $B_s^0 \to D_s^-(K^{*0}K^-)\pi^+$. 

For $B_s^0 \to D_s^-(\phi\pi^-)\pi^+$ and $B_s^0 \to D_s^-(K^+K^-)\pi^+$, the results are from fully-simulated samples; for $B_s^0 \to D_s^-(\phi\pi^-)\pi^+$ they are from a fast-simulation analysis. The reconstructed mass distributions for the four- and six-body background channels are also shown in the figures. The combinatorial background, for which only very limited statistics are available, is not shown in these figures; its distribution is expected to be flat in the relevant mass range. The mass resolutions of the reconstructed $B_s^0$ mesons were obtained by fitting single-Gaussian distributions. The results are 33.5 MeV for $B_s^0 \to D_s^-(\phi\pi^-)\pi^+$, 32.2 MeV for $B_s^0 \to D_s^-(\phi\pi^-)\pi^+$, and 30.5 MeV for $B_s^0 \to D_s^-(K^{*0}K^-)\pi^+$.

For $B_s^0 \to D_s^-(\phi\pi^-)\pi^+$ and $B_s^0 \to D_s^-(K^+K^-)\pi^+$, the results are from fully-simulated samples; for $B_s^0 \to D_s^-(\phi\pi^-)\pi^+$ they are from a fast-simulation analysis. The reconstructed mass distributions for the four- and six-body background channels are also shown in the figures. The combinatorial background, for which only very limited statistics are available, is not shown in these figures; its distribution is expected to be flat in the relevant mass range. The mass resolutions of the reconstructed $B_s^0$ mesons were obtained by fitting single-Gaussian distributions. The results are 33.5 MeV for $B_s^0 \to D_s^-(\phi\pi^-)\pi^+$, 32.2 MeV for $B_s^0 \to D_s^-(\phi\pi^-)\pi^+$, and 30.5 MeV for $B_s^0 \to D_s^-(K^{*0}K^-)\pi^+$.
The numbers of events expected for the various signal and background channels that have been analysed are given in Table 17-11 for an integrated luminosity of 30 fb^{-1}. The cross-sections and the numbers of events for 30 fb^{-1} are calculated after the following cuts: one $b$-quark is required to decay semileptonically giving a muon with $p_T > 6.0$ GeV and $|\eta| < 2.5$; the other $b$-quark is required to give rise to the given $B$-hadron decay channel. In addition, in the simulated samples the final-state particles from the given $B$-hadron decay channel are required to have $p_T > 0.5$ GeV and $|\eta| < 2.5$.

The events reconstructed from the samples for the exclusive decay modes were counted in a window around the nominal mass. Using the fraction of events reconstructed in the simulated sample and the number of events expected for an integrated luminosity of 30 fb^{-1}, the expected number of reconstructed events was estimated. The numbers or reconstructed events given in the table have been corrected for the additional cuts imposed on the simulated sample using the cross-section given by PYTHIA, for muon efficiency (on average 0.85) and for LVL2 trigger efficiency (0.85).

A total of 10370 reconstructed events is expected for the $\phi$ mode of the $B^0 \rightarrow D^- \pi^+$ and $B^0 \rightarrow D^- a_1^+$ decay channels for an integrated luminosity of 30 fb^{-1}. An increase of around 30% in the number of events could be obtained by including the $K^{*0}$ mode for both $B_s$ decay channels.

The only significant backgrounds come from the $B_s^0 \rightarrow D^- a_1^+$ and $B^0 \rightarrow D^- \pi^+$ channels, and from the combinatorial background. Note that the number of reconstructed events from the two $B^0_s$ decay channels is conservative since the branching-ratio values used are upper limits. As expected, due to the combination of the $D^-$ mass shift ($M_{D^-} - M_{D^{*0}} = 90$ MeV) and $B_d^0$ mass shift ($M_{B_s} - M_{B_d} = 100$ MeV), very few $B_d^0 \rightarrow D^- a_1^+$ events are reconstructed in a $\pm 2\sigma_{B_s}$ window.

### Table 17-11

<table>
<thead>
<tr>
<th>Process</th>
<th>Cross-section [\mu b]</th>
<th>Events for 30 fb^{-1}</th>
<th>Simulated events</th>
<th>Rec. events</th>
<th>Rec. events for 30 fb^{-1}</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_s^0 \rightarrow D_s^-(\phi \pi^-)\pi^+$</td>
<td>1.281x10^{-5}</td>
<td>384 180</td>
<td>47 775</td>
<td>5 018</td>
<td>6 750</td>
</tr>
<tr>
<td>$B_s^0 \rightarrow D_s^-(\phi \pi^-)a_1^+$</td>
<td>1.281x10^{-5}</td>
<td>384 180</td>
<td>18 784</td>
<td>1 506</td>
<td>3 620</td>
</tr>
<tr>
<td>$B_s^0 \rightarrow D_s^-(K^{*0}K^-)a_1^+$</td>
<td>1.589x10^{-5}</td>
<td>476 970</td>
<td>9 988</td>
<td>208</td>
<td>1 000</td>
</tr>
<tr>
<td>$B_d^0 \rightarrow D^- (\phi \pi^-)\pi^+$</td>
<td>4.519x10^{-6}</td>
<td>135 570</td>
<td>24 698</td>
<td>694</td>
<td>710</td>
</tr>
<tr>
<td>$B_d^0 \rightarrow D^- (\phi \pi^-)a_1^+$</td>
<td>2.098x10^{-5}</td>
<td>629 460</td>
<td>9 699</td>
<td>186</td>
<td>1 390</td>
</tr>
<tr>
<td>$B_d^0 \rightarrow D^- (K^{*0}K^-)a_1^+$</td>
<td>2.605x10^{-5}</td>
<td>781 500</td>
<td>9 988</td>
<td>41</td>
<td>345</td>
</tr>
<tr>
<td>$B_d^0 \rightarrow D^- (\phi \pi^-)a_1^+$</td>
<td>8.204x10^{-6}</td>
<td>246 135</td>
<td>9 949</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>$B_d^0 \rightarrow D^- (K^{*0}K^-)a_1^+$</td>
<td>7.651x10^{-6}</td>
<td>229 530</td>
<td>9 989</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>$\Lambda_b^0 \rightarrow \Lambda^+_b (pK\pi\pi\pi)\pi^-$</td>
<td>1.968x10^{-6}</td>
<td>59 040</td>
<td>10 994</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Comb. background sum ($\phi$ mode only)</td>
<td>1.1x10^{6}</td>
<td>see text</td>
<td>14 500</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
around \(B_s^0\) nominal mass. Due to the different decay topology, the \(\Lambda_b^0 \to \Lambda_c^- \pi^-\) channel does not give any contribution to the background. No contribution to the background for \(B^0 \to D^- \pi^+\) is expected from \(B^0 \to D^- \pi^+\) and \(\Lambda_b^0 \to \Lambda_c^- \pi^-\) decays.

The statistics available for estimating the combinatorial background are very limited, despite the large size (1.1 million events) of the \(\mu \bar{\nu} X\) sample. Each simulated event was therefore passed 20 times through the fast-simulation program, different random smearing of the track parameters being applied each time. The number of background events was counted in an enlarged mass window \((M_{B_s} - 150\text{ MeV}, M_{B_s} + 150\text{ MeV})\). On average, 0.4 events per pass were reconstructed in the mass window summing the \(B^0 \to D^- \pi^+\) and \(B^0 \to D^- a_1^+\) channels for the \(\phi\) mode. Normalising to the number of \(\mu \bar{\nu} X\) events expected for an integrated luminosity of 30 fb\(^{-1}\), applying correction factors for the reconstruction and trigger efficiencies, and scaling for the size of the mass window, the combinatorial background was estimated to be 14 500 events in a window around the mass, and the range of variation was estimated to be between 9600 and 20 900 event at 90% CL. Correlations between the results from the 20 passes were taken into account. The corresponding background for the \(K^{*0}\) mode of the \(B^0 \to D^- a_1^+\) is 5600 events.

### 17.3.5 Determination of the proper-time resolution

The proper-time of the reconstructed \(B_s^0\) candidates was computed from the reconstructed transverse decay length, \(d_{xy}\), and from the \(B_s^0\) transverse momentum, \(p_T\):

\[
t = \frac{d_{xy} \cdot M_{B_s^0}}{c p_T} = d_{xy} g
\]

where \(g = \frac{M_{B_s^0}}{c p_T}\).

The transverse decay length is the distance between the interaction point and the \(b\)-hadron decay vertex, projected onto the transverse plane. Figure 17-29 shows, for the example of the \(B^0 \to D^- (\phi \pi^-) a_1^+ (\rho^- \pi^+)\) decay mode, the difference \(d_{xy} - d_{xy}^0\) fitted with two Gaussian functions, where \(d_{xy}^0\) is the true transverse decay length. For each event, the decay-length uncertainty, \(\sigma_{d_{xy}}\), was estimated from the covariance matrices of the tracks associated with the vertices. The pull of the transverse decay length, \(\frac{(d_{xy} - d_{xy}^0)}{\sigma_{d_{xy}}}\), was found to have a Gaussian shape with a width of \(S_{d_{xy}} = 0.958 \pm 0.020\).

The distribution for \((g - g_0)/g_0\), shown in Figure 17-30, also has a Gaussian shape, with a width of \(S_g = 0.631 \pm 0.013\)%. Here \(g_0 = t_0/d_{xy}^0\), with \(t_0\) being the true proper time. The proper-time resolution function \(\text{Res}(t, t_0)\) was parametrised, in close analogy with [17-33], with a Gaussian function:

\[
\text{Res}(t, t_0) = \frac{1}{\sqrt{2\pi \sigma(t_0)}} \exp \left[ -\frac{1}{2} \left( \frac{t - t_0}{\sigma(t_0)} \right)^2 \right],
\]

with the width \(\sigma(t_0)\) computed event-by-event as:

\[
\sigma(t_0) = \sqrt{\left( g S_{d_{xy}} \sigma_{d_{xy}} \right)^2 + (t_0 S_g^2)}.
\]
Figure 17-31 shows, for the example of the decay mode, the proper-time resolution together with the parametrisation obtained from the function given above. The parametrisation reproduces well the tails seen in the distribution for reconstructed events. The distribution has an rms of 0.071 ps. To illustrate the deviations from the Gaussian shape, when the distribution was fitted with two Gaussian functions, the widths obtained were 0.050 ps for the narrow Gaussian function (60.5%) and 0.093 ps for the broader one (39.5%). Similar distributions were obtained for the other two analysed channels.

17.3.6 Extraction of $\Delta m_s$ reach

The maximum value of $\Delta m_s$ measurable in ATLAS was estimated using a simplified Monte Carlo model. The input parameters of this model were: the number of signal events, $N_{\text{sig}}$, the number of background events from $B_s^0$ decays, $N_{B_d}$, and the number of events for the combinatorial background, $N_{\text{comb}}$; the characteristics of the events involved in the computation of the proper-time resolution (see below); the wrong-tag fraction. The wrong-tag fraction was assumed to be the same for both $B_s^0$ and $B_d^0$ mesons: $\omega_{\text{tag}} = 0.22$ (see Section 17.2.2.4). The proper-time resolution obtained with detailed simulation for the $B_s^0 \to D_s^+(\phi\pi^-)a_1^+(\rho^0\pi^+)$ decay channel was assumed for all signal events.
Monte Carlo experiments with $N_{\text{sig}}$ signal events oscillating with a given frequency $\Delta m_s$, together with $N_{B_d} B_d^0$ background events oscillating with frequency $\Delta m_d$ and $N_{\text{comb}}$ combinatorial events (no oscillations), were generated in the following way. For each event with an oscillating $b$ hadron, the true proper time $t_0$ was generated according to an exponential distribution using the slope obtained from a fit of the true proper time of the simulated sample. The uncertainty on the measurement of the transverse decay length, $\sigma_d$, and the true value of the g-factor, $g_0$, were generated at random according to the distributions obtained from the simulated samples (the distributions were fitted with the sum of three and two Gaussian functions for $\sigma_d$ and $g_0$, respectively). From the computed true decay length, $d_0 = t_0/g_0$, the corresponding reconstructed decay length was generated as $d_{xy} = d_0 + \Delta d_{xy}$, with $\Delta d_{xy}$ being a random number distributed according to the normal distribution. The reconstructed g-factor was generated as $g = g_0 + \Delta g_0$, with $\Delta g_0$ a random number distributed according to the normal distribution function. From the transverse decay length and g-factor, the reconstructed proper time was then computed as $t = g d_{xy}$. The probability for the event to be mixed or unmixed was determined from the $t_0$ and $\Delta m_s$ values ($\Delta m_d$ value if the event was a $B_d^0$ event). For a fraction of the events, selected at random, the state was changed between mixed and unmixed, according to the wrong-tag fraction, $\omega_{\text{tag}}$. For the combinatorial background, the reconstructed proper time was generated assuming that it has the same distribution as the one for $B_s^0$ mesons. Half of the combinatorial events were added to the mixed events and half to the unmixed events.

The asymmetry

$$A(t) = \frac{d_n(++) - d_n(+-)}{d_n(++) + d_n(+-)} - D \frac{\cos \Delta m_t t}{\cosh (\Delta \Gamma t / 2)}$$

was computed for the ‘generated events’ for $t > 0.4 \, \text{ps}$, in agreement with the experimental cut on the reconstructed proper time. Here $n(++)$ is the number of events with the tagging muon and the reconstructed $D_s$ having the same sign ($B_s^0$ meson did not oscillate), and $n(+-)$ is the number of events in which they have unlike sign ($B_s^0$ meson oscillated). The asymmetry distribution $A(t)$ was then analysed with a method based on the amplitude fit proposed in [17-34]. According to this method, $A(t)$ was fitted with the function $A_{\text{fit}} \cos (\Delta m_s t) / \cosh (\Delta \Gamma t / 2)$ where $\Delta m_s$ and $\Delta \Gamma_s$ were constant values and $A_{\text{fit}}$ was the only free parameter. The fit was repeated for different values of $\Delta m_s$ and an $A_{\text{fit}}(\Delta m_s)$ distribution was obtained ($\Delta \Gamma_s$ was a constant parameter). The value of $\Delta m_s$ which gave the maximum $A_{\text{fit}}$ was considered as the $\Delta m_s$ measured in that experiment.

The experiment was performed for different true $\Delta m_s$ values. For each true $\Delta m_s$ value, the experiment was repeated 1000 times. The fitted amplitude distribution was averaged over these 1000 experiments as a function of the $\Delta m_s$ value in the asymmetry fit function $A_{\text{fit}}(\Delta m_s)$; the average distribution was then fitted with a Gaussian function and the width $\sigma$ of the distribution was determined. An experiment was called ‘successful’ if the measured $\Delta m_s$ value was within $\pm 1.96 \sigma$ of the true $\Delta m_s$ value, corresponding to a 95% probability that the measured $\Delta m_s$ value would fall within $\pm 1.96 \sigma$ of the true value given Gaussian errors. The maximum value of $\Delta m_s$ for which 95% of the generated experiments were successful was taken as the maximum value of $\Delta m_s$ which is expected to be measurable. For each experiment, the difference between the reconstructed $\Delta m_s$ and the true $\Delta m_s$ was computed; this distribution was fitted with a Gaussian function and its width was taken as the accuracy of the $\Delta m_s$ measurement.
With an integrated luminosity of 30 fb\(^{-1}\), the maximum value of \(\Delta m_s\) that is expected to be measurable is 38.5 ps\(^{-1}\). The expected accuracy of the \(\Delta m_s\) measurement is 0.04 ps\(^{-1}\) for \(\Delta m_s = 12\) ps\(^{-1}\), 0.05 ps\(^{-1}\) for \(\Delta m_s = 20\) ps\(^{-1}\), 0.10 ps\(^{-1}\) for \(\Delta m_s = 30\) ps\(^{-1}\), and 0.16 ps\(^{-1}\) for \(\Delta m_s = 38.5\) ps\(^{-1}\). The time-dependent asymmetry for a single ‘experiment’ with an integrated luminosity of 30 fb\(^{-1}\) is shown in Figure 17-32, when \(\Delta m_s = 38.5\) ps\(^{-1}\).

### 17.3.7 Dependence of \(\Delta m_s\) on experimental quantities

The previous analysis was repeated for different values of the integrated luminosity 5 fb\(^{-1}\), 10 fb\(^{-1}\), 20 fb\(^{-1}\) and 30 fb\(^{-1}\). The proper-time resolution was also varied, by changing the widths \(S_{d,xy}\) and \(S_g\) by the same factor. The values of the scaling factors used were 0.75 and 1.5. For these values, the proper-time resolution, fitted with two Gaussian functions with the same normalisation ratio as for the nominal values, had the widths 0.033 ps (0.074 ps) and 0.064 ps (0.138 ps), respectively, to be compared with the nominal 0.050 ps (0.093 ps); the value in parenthesis is the width of the second, broader Gaussian function. All combinations given by these proper-time resolution values and integrated luminosity values were tried. The dependence of the \(\Delta m_s\) reach on the integrated luminosity is shown in Figure 17-33 for different values of the proper-time resolution, and assuming that \(\Delta \Gamma = 0\).

The dependence of the maximum value of \(\Delta m_s\), which can be measured on the fraction of signal events in the sample of reconstructed events is shown in Figure 17-34 for the nominal proper-time resolution. The values in the plot were obtained assuming that the number of signal events remains constant at the values given in Table 17-11 and that the numbers of combinatorial background events and of background events coming from \(B^0_d\) change with the same factor. The dependence on the background is not very strong for the assumed conditions; however, this dependence could change if the combinatorial background has some asymmetry or if it has a different proper time dependence. If the combinatorial background was taken to be 20 900 events, which was estimated to be the 90% CL upper limit for the combinatorial background, while the numbers of signal events and background events from other sources were as in Table 17-11, the maximum value of \(\Delta m_s\) that is expected to be measurable would be 36.0 ps\(^{-1}\) with an integrated luminosity of 30 fb\(^{-1}\).
For values of $\Delta \Gamma / \Gamma_s \leq 0.2$ no significant change in the sensitivity range was observed. If the $K^{*0}$ mode was also considered, the $\Delta m_s$ limit did not improve, mainly due to the decrease in the signal-to-background ratio resulting from the conservative estimate of the combinatorial background to be added to the sample.

17.3.8 Conclusions

The maximum value of $\Delta m_s$ which we expect to be able to measure with 30 fb$^{-1}$ data, with the performance of the detector presented in the previous sections and with the assumed cross-sections of the involved processes, is 38.5 ps$^{-1}$. The expected accuracy of the $\Delta m_s$ measurement is 0.16 ps$^{-1}$ for $\Delta m_s = 38.5$ ps$^{-1}$, and better for lower values of $\Delta m_s$. The dependence of the $\Delta m_s$ sensitivity range on various parameters shows that we should be able to measure $\Delta m_s$ over the whole range predicted in the Standard Model.

17.4 Rare decays $B \rightarrow \mu \mu (X)$

17.4.1 Introduction

Certain rare decays, for which the decay products themselves provide a distinctive signature that can be used in the LVL1 trigger, can be studied very effectively in ATLAS making use of the high rate of $B$-hadron production. These so-called ‘self-triggering’ modes include decays of the type $B_{d,s} \rightarrow \mu \mu (X)$. Such decays involve flavour-changing neutral currents (FCNC) and are
strongly suppressed in the Standard Model, with predicted branching ratios typically in the range $10^{-5} - 10^{-10}$. New physics might result in significant enhancements compared to the Standard Model predictions.

The potential to study rare decays of the type $B_{d,s} \to \mu \mu (X)$ is discussed in the following. For the purely muonic decays, ATLAS will be sensitive to branching ratios of order $10^{-9}$ and should be able to measure the branching ratio for $B_{s} \to \mu \mu$ assuming the Standard Model prediction. Large-statistics samples will be collected for decays of the type $b \to (s,d)ll$ that give final states such as $B_{d}^{0} \to K^{0} \mu \mu$, $B_{d}^{0} \to \rho^{0} \mu \mu$ and $B_{s}^{0} \to \phi^{0} \mu \mu$. This will allow precise measurements to be made of the decay dynamics, as well as of the branching ratios, giving significant constraints on new physics.

These rare decay modes are forbidden at the tree level in the Standard Model, so the decays involve loop diagrams. In non-standard models of electroweak interactions, FCNC processes can be allowed at the tree level and thus, the branching ratios of these rare decays would not be so suppressed. In addition, in the presence of new physics, additional particles may be present in the loops again enhancing the decay probability. Due to the very low Standard Model predictions for the branching fractions for purely muonic decays, a significant enhancement in measured branching fractions would clearly demonstrate the effects of new physics. The measurement of the lepton forward–backward asymmetry in semimuonic $B$ decays is another promising tool to probe the new physics beyond the Standard Model.

In the context of Standard Model, the principal interest lies in the measurement of the branching fractions of the $B \to \mu \mu (X)$ channels. The measurement of the branching fractions of the decays $B_{d}^{0} \to \rho^{0} \mu \mu$ and $B_{d}^{0} \to K^{0} \mu \mu$ allows the CKM matrix-element ratio $|V_{td}|/|V_{ts}|$ to be determined. The square of this ratio is useful also for the estimation of the ratio of the mass differences $\Delta m_s/\Delta m_d$ in the $B_{d}^{0} - \bar{B}_{d}^{0}$ and $B_{s}^{0} - \bar{B}_{s}^{0}$ systems (see [17-35]), complementary to direct measurements of the oscillation periods.

17.4.2 Theoretical approach

In the theoretical approach used here, the effective Hamiltonian which governs the $b \to q$ transition has the following structure [17-36]:

$$H_{\text{eff}} = \frac{G_{F}}{\sqrt{2}} V_{tb} V_{ts}^{\ast} \sum_{i} C_{i}(\mu) O_{i}(\mu)$$

where $q = d, s$, $G_{F}$ is the universal Fermi constant, $C_{i}(\mu)$ are the Wilson coefficients which contain the information on the short-distance dynamics of the theory, and $O_{i}(\mu)$ are the basis operators. The parameter $\mu$ in the equation is a typical scale which separates the long and short-distance (LD and SD) physics. For $B$ decays it is convenient to choose this scale $\mu \sim m_{b}$. The contributions of the LD effects are contained in the $B \to M$ transition form factors that enter in the calculation of the Wilson coefficients, where $B$ is the $B$-meson and $M$ is any other meson. These form factors are the main source of uncertainties in the theoretical predictions for exclusive decays (see, e.g. [17-37] and references therein).

Table 17-12 presents theoretical predictions for the branching ratios of $B \to K^{*}\gamma$ and $B \to K^{*}\mu \mu$. The columns ‘QM’ and ‘Lat’ present the results obtained with the two sets of transition form factors taken from [17-37]. The column ‘Ali’ refers to the results in [17-38]. In order to estimate
the uncertainties in the CKM matrix elements $V_{td}$ and $V_{ts}$, the uncertainty on the form factors is required. One can see from the table that the results obtained with the different theoretical approaches agree within the errors and are consistent with the experimental data.

| Decay mode | QM $BR \times |V_{td}/0.038|^2$ | Lat $BR \times |V_{ts}/0.041|^2$ | All $BR \times |V_{ts}/0.033|^2$ | Experimental $BR$ |
|------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| $B \rightarrow K^*\gamma$ | $4.2 \times 10^{-5}$ | $(4.9 \pm 2.0) \times 10^{-5}$ | $(4.0 \pm 1.9) \times 10^{-5}$ | $[17-32]$ |
| $B \rightarrow K^*e\bar{e}$ | $1.50 \times 10^{-6}$ | $(2.3 \pm 0.9) \times 10^{-6}$ | $< 2.9 \times 10^{-4}$ | $[17-32]$ |
| $B \rightarrow K^*\mu\mu$ | $1.15 \times 10^{-6}$ | $(1.5 \pm 0.6) \times 10^{-6}$ | $< 2.3 \times 10^{-5}$ | $[17-32]$ |

For studies of SD effects, information about the Wilson coefficient $C_{\gamma\gamma}$ is important. The experimental measurement of the lepton forward–backward asymmetry in semileptonic $B$-decays caused by FCNC transitions will provide information on this coefficient. To illustrate the possible sensitivity to new physics, one can compare the Minimal Supersymmetric Standard Model (MSSM) with the Standard Model. In each case, a range of allowed values of $C_{\gamma\gamma}$ is provided by CLEO results on rare radiative decays $[17-30]$. The quantity $R_{\gamma\gamma} = C_{\gamma\gamma}^{MSSM}(M_W)/C_{\gamma\gamma}^{SM}(M_W)$ lies in one of the following intervals:

$-4.2 < R_{\gamma\gamma} < -2.4 \quad 0.4 < R_{\gamma\gamma} < 1.2$

The shape of the differential forward–backward asymmetry distribution turns out to be qualitatively different for positive and negative values of $R_{\gamma\gamma}$ $[17-40]$. The lepton forward–backward asymmetry remains sensitive to the value of the Wilson coefficient after the experimental cuts, and thus it will be possible for ATLAS to test the Standard Model in the exclusive $B \rightarrow M^+l^-$ decays.

### 17.4.3 Simulation of rare $B$-decay events

#### 17.4.3.1 Simulation of $B_{d,s} \rightarrow \mu\mu$

Purely muonic $B$-decays are predicted to have very low branching fractions within the Standard Model ($10^{-9}$–$10^{-10}$), whereas they may have significantly higher ones in non-standard models. The following Standard Model branching ratios were assumed for the present study $[17-41]$:

- $Br(B_d \rightarrow \mu\mu) = 1.5 \times 10^{-10}$
- $Br(B_s \rightarrow \mu\mu) = 3.5 \times 10^{-9}$.

Simulations were made with the PYTHIA event generator. The Inner-Detector response was simulated fully and the particles were reconstructed in the Inner Detector. The muon reconstruction efficiency was assumed to be 85% for the LVL1 trigger muon, and 95% for the other muon. About 1500 signal events were simulated in

<table>
<thead>
<tr>
<th>Cut</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decay length of $B^0 &gt; 0.7$ mm, $\chi^2$/dof $&lt; 3$</td>
<td>0.70</td>
</tr>
<tr>
<td>Angle between $p_T$ of $B^0$ and line joining primary and $B^0$ decay vertices $\alpha &lt; 1^\circ$</td>
<td>0.94</td>
</tr>
<tr>
<td>Isolation: $n_{ch}(p_T &gt; 0.8$ GeV) = 0 in a cone $\theta &lt; 20^\circ$</td>
<td>0.40</td>
</tr>
</tbody>
</table>

**Table 17-13** Efficiencies of selection cuts for $B_{d,s} \rightarrow \mu\mu$
each channel, with $p_T(\mu) > 6$ GeV and $|\eta(\mu)| < 2.5$ for each muon. About 9000 background events were simulated and reconstructed with the same criteria. The sensitivity of signal events to cuts is shown in Table 17-13.

After applying all the cuts, the numbers of events expected for 30 fb$^{-1}$ at low luminosity are shown in Table 17-14. The $B_d \rightarrow \mu\mu$ channel can be observed, assuming the branching fraction predicted by the Standard Model. The significance of the signal, however, is only 2.8σ.

The feasibility to reconstruct the purely muonic decays $B_{d,s}^0 \rightarrow \mu\mu$ at high luminosity was also estimated. This estimation was based on the assumption that the pixel $B$ layer will be operational at high luminosity, and that no degradation of the impact-parameter and $p_T$ resolutions will occur. For each channel, 1000 signal events with corresponding pile-up were fully simulated and reconstructed in the Inner Detector. The background was studied at the particle level using the parametrisation for $p_T$ and impact parameter resolutions from ATLFAST. A sample of 10 000 background events with pile-up was used for this study. The numbers of events for both channels and the corresponding backgrounds expected for 100 fb$^{-1}$ are given in Table 17-15.

Combining the low- and high-luminosity samples, a 4.3σ significance can be obtained for the channel $B_s \rightarrow \mu\mu$. The 95% CL upper limit for the branching fraction for $B_d^0 \rightarrow \mu\mu$ obtained with the combined sample would be 3×10$^{-10}$. It should be noted, however, that the $B$ mass resolution of 69 MeV is not good enough to separate $B_s$ and $B_d$ on an event-by-event basis, but their relative fractions would have to be fitted from the joint mass distribution. The study of rare muonic $B$ decays at high luminosity will significantly improve the results which can be obtained at low luminosity, especially if data collection is continued for several years.

17.4.3.2 Simulation of $B_d^0 \rightarrow K^*0\mu\mu$, $B_d^0 \rightarrow \rho^0\mu\mu$ and $B_s^0 \rightarrow \phi^0\mu\mu$

Studies have been performed for the rare-decay channels $B_d^0 \rightarrow K^*0\mu\mu$, $B_d^0 \rightarrow \rho^0\mu\mu$, and $B_s^0 \rightarrow \phi^0\mu\mu$. In the future, the potential for studying $B_d^0 \rightarrow K^*0\mu\mu$ and $B_d^0 \rightarrow \omega\mu\mu$ decays will also be evaluated. The following predicted values for the branching ratios were assumed: $Br(B_d^0 \rightarrow \phi^0\mu\mu) = 1 \times 10^{-6}$, $Br(B_d^0 \rightarrow K^*0\mu\mu) = 1.5 \times 10^{-6}$ and $Br(B_d^0 \rightarrow \rho^0\mu\mu) = 1 \times 10^{-7}$. Events were simulated fully and then reconstructed in the Inner Detector. For each channel, 1500 signal events were analysed with the following experimental cuts: both muons were required to have $p_T(\mu) > 6$ GeV and $|\eta(\mu)| < 2.5$, and both hadrons were required to have $p_T(h) > 1$ GeV and $|\eta(h)| < 2.5$. The same reconstruction and trigger efficiencies for the muons were assumed as above. The reconstruction efficiency for hadrons was found to be 90% averaged over the full pseudorapidity region for $p_T > 1$ GeV.

The uncertainty in the theoretical predictions for the transition form-factors influences strongly the dimuon $q^2$-distributions (where $q^2$ is the invariant-mass squared of the muon pair) and the branching ratios. Different analytical expressions for the matrix element for $B_d^0 \rightarrow K^*0\mu\mu$ were
implemented in PYTHIA and the results were compared. It was found that the individual-muon $p_T$ distributions remain essentially unaffected by the choice of form factors. An important conclusion from this study was that, although the $q^2$-dependence of form factors affects $q^2$-dependence of the events, it does not influence the efficiency of triggering and reconstructing the signal events, or the rejection of the background [17-42].

The mass resolutions obtained by the Gaussian fit with the full reconstruction were: $\sigma(\phi^0) = 3$ MeV, $\sigma(B_s^0 \to \phi^0 \mu \mu) = 52$ MeV, $\sigma(K^{*0}) = 30$ MeV, $\sigma(B_s^0 \to K^{*0} \mu \mu) = 50$ MeV, and $\sigma(B_d^0 \to \rho^0 \mu \mu) = 55$ MeV. In case of the $\rho^0$ resonance, requiring the mass to be in the interval [0.60,0.94] MeV corresponded to 82% efficiency. In order to exclude the reflection of $K^*$ to $\rho^0$, hadron pairs forming an invariant mass within two standard deviations around the nominal $K^*$ mass using the $K/\pi$ mass assignments were excluded. For the remaining pairs, both hadrons were assumed to be pions and the effective mass of the pair was required to be within the $\rho^0$ mass window. The possible reflections from $B_s^0 \to \phi^0 \mu \mu$ to $B_d^0 \to \rho^0 \mu \mu$ and $B_d^0 \to K^{*0} \mu \mu$ were found to be negligible.

For background studies, the following reactions were simulated by PYTHIA: $B_s^0$-meson decays $B_s^0 \to J/\psi K^0_S$, $B_d^0 \to \rho^0 \mu \mu$ and $B_d^0 \to \omega^0 \mu \mu$, $B_s^0$-meson decays $B_s^0 \to K^{*0} \mu \mu$ and $B_s^0 \to \phi^0 \mu \mu$, semimuonic decays of one of the $b$-quarks, and semimuonic decays of both $b$-quarks. It was found that the last reaction gave the main contribution to the background. Therefore, 13000 events of this type were simulated and analysed similarly to the signal events.

The mass distributions for the $B_{d,s}$ signals are shown, together with those for the backgrounds, in Figure 17-35, Figure 17-36 and Figure 17-37. The sensitivity of signal events to the applied cuts is shown in Table 17-16. The application of all cuts leaves about 9% of the simulated signal events. The expected numbers of signal and background events after three years of LHC running at low luminosity are presented in Table 17-17.

![Figure 17-35](image-url) Reconstructed signal (cross-hatched) and background for $B_s^0 \to \phi^0 \mu \mu$ with 30 fb$^{-1}$. 


Figure 17-36 Reconstructed signal (cross-hatched) and background for $B_d^0 \rightarrow K^{*0}\mu\mu$ with 30 fb$^{-1}$.

Figure 17-37 Reconstructed signal (cross-hatched) and background for $B_d^0 \rightarrow \rho^0\mu\mu$ with 30 fb$^{-1}$. The horizontally hatched histogram shows the reflection from $B_d^0 \rightarrow K^{*0}\mu\mu$.

Table 17-16 Efficiencies of selection cuts for $B_d^0 \rightarrow K^{*0}\mu\mu$, $B_d^0 \rightarrow \rho^0\mu\mu$ and $B_s^0 \rightarrow \phi^0\mu\mu$.

<table>
<thead>
<tr>
<th>Cut</th>
<th>$B_d^0 \rightarrow K^{*0}\mu\mu$</th>
<th>$B_d^0 \rightarrow \rho^0\mu\mu$</th>
<th>$B_s^0 \rightarrow \phi^0\mu\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m(hh) = m(K^{*0}, \phi^0) \pm 2\sigma$ OR $m(\pi\pi) \in [0.60, 0.94]$ MeV</td>
<td>0.81</td>
<td>0.82</td>
<td>0.82</td>
</tr>
<tr>
<td>Decay length of $B_d^0 &gt; 0.8$ mm, $\chi^2$/d.o.f $&lt; 10$, angle between $p_T$ of $B_d^0$ and line joining primary and $B_d^0$ decay vertices $\alpha &lt; 1^\circ$</td>
<td>0.45</td>
<td>0.40</td>
<td>0.43</td>
</tr>
<tr>
<td>$m(\mu\mu) \notin J/\psi, m(\mu\mu) \notin \psi'$ $&amp;$</td>
<td>0.85</td>
<td>0.86</td>
<td>0.85</td>
</tr>
<tr>
<td>$n_{ch}(p_T &gt; 0.8$ GeV $= 0$ in a cone $\theta &lt; 5^\circ$</td>
<td>0.65</td>
<td>0.67</td>
<td>0.65</td>
</tr>
<tr>
<td>$p_T$ of $K^{*0} &gt; 5$ GeV</td>
<td>0.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m(hh\mu\mu) = m(B_d^0)^{+\sigma}$</td>
<td>0.74</td>
<td>0.75</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 17-17 Number of events expected after 30 fb$^{-1}$ of low-luminosity running.

<table>
<thead>
<tr>
<th>Channel</th>
<th>$Br$</th>
<th>Signal</th>
<th>Background</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_d^0 \rightarrow \rho^0\mu\mu$</td>
<td>$10^{-7}$</td>
<td>220</td>
<td>950</td>
</tr>
<tr>
<td>$B_d^0 \rightarrow K^{*0}\mu\mu$</td>
<td>$1.5 \times 10^{-6}$</td>
<td>2000</td>
<td>290</td>
</tr>
<tr>
<td>$B_s^0 \rightarrow \phi^0\mu\mu$</td>
<td>$10^{-6}$</td>
<td>410</td>
<td>140</td>
</tr>
</tbody>
</table>
From the ratio of the branching fractions for the two decay modes $B^0_d \rightarrow K^{*0}\mu\mu$ and $B^0_d \rightarrow \rho^0\mu\mu$, the ratio $|V_{td}|/|V_{ts}|$ can be determined, since the decay rates are proportional to the respective CKM matrix elements:

$$\frac{N(B^0_d \rightarrow \rho^0\mu\mu)}{N(B^0_d \rightarrow K^{*0}\mu\mu)} = \kappa_d \frac{|V_{td}|^2}{|V_{ts}|^2},$$

where $\kappa_d$ is the ratio of form factors squared.

The theoretical uncertainty of the form factor for the decay $B^0_d \rightarrow \rho^0\mu\mu$ is large due to the $u$-loop matrix-element contribution to the $b \rightarrow d\ell\ell$ process. It was shown in [17-43], that the $|V_{td}|/|V_{ts}|$ ratio can be determined experimentally with a small theoretical uncertainty arising from hadronic form factors in the dimuon kinematic mass region $16.5 \text{ GeV}^2 < q^2 < 19.25 \text{ GeV}^2$. The fraction of signal events in this kinematic region was estimated using the GI form factor parametrisation [17-42] and found to be 24% of the total number of events. With these events, the ratio $|V_{td}|/|V_{ts}|$ can be measured with a statistical accuracy of 14% for 30 fb$^{-1}$ of low-luminosity data; the theoretical systematic uncertainty is about 7% [17-43].

Note that the reflection from $B^0_d \rightarrow K^{*0}\mu\mu$ to $B^0_d \rightarrow \rho^0\mu\mu$ is sizeable (see Figure 17-37) due to the large difference in the branching ratios assumed for the two channels. After assigning the wrong mass hypotheses to the $K^{*0}$ decay products, the decay $B^0_d \rightarrow K^{*0}\mu\mu$, reconstructed as $B^0_d \rightarrow \rho^0\mu\mu$, gives a mass peak below, but close to, the $B^0_d$ mass. In contrast, the combinatorial background is approximately flat. Taking into account that the branching ratio for $B^0_d \rightarrow \rho^0\mu\mu$ can be measured with high accuracy, it is assumed that the $B^0_d \rightarrow \rho^0\mu\mu$ signal can be extracted from an overall fit.

**17.4.4 The measurement of the forward–backward asymmetry**

The forward–backward (FB) charge asymmetry $A_{FB}(\hat{s})$ in the decays $B^0_d \rightarrow M\mu\mu$ is defined by the following equation:

$$A_{FB}(\hat{s}) = \frac{\int_{\hat{s}}^1 \left( \frac{d^2 \Gamma}{ds d\cos \theta} \right) d\cos \theta - \int_{-1}^0 \left( \frac{d^2 \Gamma}{ds d\cos \theta} \right) d\cos \theta}{\int_{\hat{s}}^1 \left( \frac{d^2 \Gamma}{ds d\cos \theta} \right) d\cos \theta + \int_{-1}^0 \left( \frac{d^2 \Gamma}{ds d\cos \theta} \right) d\cos \theta},$$

where $\theta$ is the angle between the lepton $l^+$ and the $B$-meson direction in the rest frame of the lepton pair, and $\hat{s} = q^2 / M^2$. In Figure 17-38 the theoretical curves for $A_{FB}(\hat{s})$ in the Standard Model and MSSM for $B^0_d \rightarrow K^{*0}\mu\mu$ [17-37] are presented. These curves include the resonant contributions for $J/\psi$ and $\psi'$. The general trend of the behaviour of $A_{FB}$ for Standard Model is that the asymmetry is positive at low $q^2$, has a zero at $\hat{s} = 0.14$, and then becomes negative, irrespective of the details of the form-factor behaviour (except for the resonant region – for a detailed analysis of the behaviour of FB asymmetry in this region, see [17-40]). The maximum of $A_{FB}(\hat{s})$ occurs at $\hat{s} = 0.05$. For the
MSSM, the shape of $A_{FB}$ is sensitive to the value of $C_{7\gamma}$, or equivalently to the value of $R_{\gamma\gamma}$. For $R_{\gamma\gamma} > 0$ the shape is similar to that in the Standard Model, but for $R_{\gamma\gamma} < 0$ the asymmetry is negative at low $q^2$.

In the simulation, the resonant region $0.33 < s < 0.55$ was excluded from the analysis. To estimate the experimental resolution of $A_{FB}$ measurements in $B_d \to K^0 \mu^+ \mu^-$ decays, the total numbers of signal and background events after three years of low-luminosity running were used (see Table 17-17). The numbers of signal and background events for each $s$-region were estimated assuming that the signal $d\Gamma/ds$ distribution is similar to the one presented in [17-44], and that the background distribution is flat. The sensitivity to the asymmetry was then calculated, and results are presented in Table 17-18 where it can be seen that three regions are useful for measurements. If negative values of $A_{FB}$ are experimentally observed in the first $s$-region, this will demonstrate a clear signal of non-standard physics. The measurements in the second and third $s$-regions, which practically do not depend on the models, will show possible systematic uncertainties in the experimental data.

In Figure 17-38, the average values of $A_{FB}$ and the expected errors on $A_{FB}$ for three $s$-regions are shown. One can see that the expected measurement accuracy is sufficient to separate the Standard Model and the MSSM in the case $R_{\gamma\gamma} < 0$ using measurements in the first $s$-region.

![Figure 17-38](image)

**Figure 17-38** Sensitivity of $A_{FB}$ to the Wilson coefficient $C_{7\gamma}$. The three points are the simulation results. The solid line shows the Standard Model prediction, the dotted lines show the range predicted by the MSSM for $R_{\gamma\gamma} > 0$ and the dashed lines show the range predicted by the MSSM for $R_{\gamma\gamma} < 0$.

<table>
<thead>
<tr>
<th>Table 17-18</th>
<th>Expected sensitivity for asymmetry measurements after three years at low luminosity (30 fb$^{-1}$) and theoretical predictions of the asymmetry. Here $\hat{s}<em>{\text{min}} = 4m_l^2/M_B^2$, where $m_l$ is the lepton mass and $\hat{s}</em>{\text{max}} = (M_B - M_K^2)/M_B^2$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantity</td>
<td>$\hat{s}_{\text{min}} \div 0.14$</td>
</tr>
<tr>
<td>$\delta A_{FB}^{(\text{stat.})}$</td>
<td>5%</td>
</tr>
<tr>
<td>SM $A_{FB}$</td>
<td>10%</td>
</tr>
<tr>
<td>MSSM $A_{FB}$</td>
<td>$(-17 \div 0.5)%$</td>
</tr>
</tbody>
</table>
17.4.5 Conclusions

ATLAS will be able to study rare semi-muonic and muonic $B$-decays. It will be possible to measure branching ratios of the decay channels $B^0 \rightarrow \phi \mu \mu$, $B^0_d \rightarrow K^{*0} \mu \mu$ and $B^0 \rightarrow \rho^0 \mu \mu$. From the ratio of branching fractions for the two latter channels, it will be possible to determine the ratio $|V_{td}|/|V_{ts}|$ with a 14% statistical accuracy within the Standard Model. Measurements of the forward–backward charge asymmetry in the decay $B^0_d \rightarrow K^{*0} \mu \mu$ will also be feasible and may reveal new physics effects, for example in some parameter-space regions of the MSSM.

Combining three years of low-luminosity and one year of high-luminosity data taking, the decay $B_s \rightarrow \mu \mu$ would be observed and a stringent upper limit for the decay $B_d \rightarrow \mu \mu$ would be set, assuming Standard Model branching ratios. Given that these decays are highly suppressed in the Standard Model, there are hopes that any non-standard physics effects would significantly enhance the branching ratios, in which case the signals would be easier to detect.

17.5 Precision measurements of $B$ hadrons

Precision measurements of $B$-hadrons are important to validate the Standard Model and to search for new physics. As discussed above, ATLAS can make a significant contribution to the study of $CP$-violation in $B$-meson decays. It will also be able to measure the oscillation parameter of the $B_s$ meson for values of $\Delta m_s$ well beyond the range predicted in the Standard Model, and the corresponding mass difference $\Delta \Gamma_s$. In addition, measurements of very rare decays to final states with muon pairs will be possible, testing and constraining parameters of the Standard Model, and possibly revealing new physics. In this Section some additional physics topics are presented that can be addressed by ATLAS.

Many precision measurements will be made in other experiments before 2005 when ATLAS is expected to take its first data. For example, the BaBar, Belle and CLEO experiments at $e^+e^-$ machines will address in detail the decays of the $B^0$ and $B^+$ mesons, while experiments at hadron machines will also study $B_s$ and $B_{cs}$ mesons and $B$-baryons. Nevertheless, given the large statistics available in a variety of exclusive final states (see Table 17-19), ATLAS may be able to improve the precision of mass, lifetime and other measurements in some cases. For example, ATLAS is expected to measure the $B_s$ lifetime with a statistical accuracy of 0.7% after three years at low luminosity with the $B^0_s \rightarrow J/\psi \phi$ channel.

In the following two examples of precision studies are discussed: the analysis of the $B_c$ meson, and measurements of $\Lambda_b$ polarisation.

17.5.1 Measurements with the $B_c$ meson

The $B_c$ meson exhibits some unique features regarding both its production and decay properties, due to its explicit double-heavy-flavour content. In addition, in hadronic spectroscopy the properties of $B_c$ can be used in interpolating between charmonium and bottomonium resonances, and QCD-inspired potential models can be scrutinised with different combinations of charm and bottom constituent masses. Since $m_c/m_b$ is small, the $B_c$ system enables testing the heavy-quark symmetries and understanding better the next-to-leading terms in the heavy-quark effective theory, and its application to heavy–light $B$ mesons.
The expected large production rates should bring the possibility of detecting the non-leptonic decay mode $B_c \to J/\psi \pi$, or the semileptonic one $B_c \to J/\psi \mu \nu$, through charmonium decaying into a muon pair \[17-45\]. With the foreseen statistics, the former channel would allow a very precise determination of the $B_c$ mass. The latter one could be useful to extract the CKM matrix element $V_{cb}$ \[17-46\], provided that the $B_c$ production cross-section can be determined elsewhere. Furthermore, the $B_c$ lifetime measurement is a very clean test of the interplay between strong and weak interactions inside hadrons, as both quarks can undergo a weak decay inside the same particle, in contrast to usual singly-heavy $D$ or $B$ mesons. Doubly-heavy baryons \[17-47\] are potentially detectable at the LHC, completing the interesting panorama of heavy–heavy systems.

### Table 17.19
Number of reconstructed events with ATLAS with an integrated luminosity of 30 fb$^{-1}$.

<table>
<thead>
<tr>
<th>Decay mode</th>
<th>Branching fraction</th>
<th>$N$ of events</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_d^0 \to \pi \pi$</td>
<td>$0.7 \times 10^{-5}$, estimated from limit in [17-17]</td>
<td>6 500</td>
</tr>
<tr>
<td>$B_d^0 \to J/\psi K_s^0$</td>
<td>$4.45 \times 10^{-4}$ [17-32]</td>
<td>630 000</td>
</tr>
<tr>
<td>$B_s^0 \to D_s \pi$</td>
<td>$3.0 \times 10^{-3}$, same as for $B_d^0 \to D \pi$ in [17-32]</td>
<td>6 800</td>
</tr>
<tr>
<td>$B_s^0 \to J/\psi \phi$</td>
<td>$9.3 \times 10^{-4}$ [17-32]</td>
<td>300 000</td>
</tr>
<tr>
<td>$B_s^0 \to D_s a_1$</td>
<td>$6.0 \times 10^{-3}$, same as for $B_d^0 \to D a_1$ in [17-32]</td>
<td>3 600</td>
</tr>
<tr>
<td>$B_d^0 \to D_s a_1$</td>
<td>$&lt; 2.6 \times 10^{-3}$ [17-32]</td>
<td>5 900</td>
</tr>
<tr>
<td>$\Lambda_b \to J/\psi \Lambda^0$</td>
<td>$3.7 \times 10^{-4}$ [17-49]</td>
<td>75 000</td>
</tr>
<tr>
<td>$B_c \to J/\psi \pi$</td>
<td>$0.2 \times 10^{-2}$ estimate based on [17-47] and [17-48].</td>
<td>12 000</td>
</tr>
<tr>
<td>$B_c \to J/\psi \mu \nu$</td>
<td>$2 \times 10^{-2}$ estimate based on [17-47] and [17-48].</td>
<td>300 000 (inclusive reconstruction)</td>
</tr>
</tbody>
</table>

#### 17.5.2 $\Lambda_b$ polarisation measurement

##### 17.5.2.1 Introduction

Polarisation measurements of $B$-hadrons could clarify the problems of different polarisation models \[17-50\] that failed to reproduce the existing data on strange-hyperon production \[17-51\]. In particular, information about the quark-mass dependence of polarisation effects could be obtained. Hadrons with non-zero spin can be polarised perpendicularly to their production plane. For symmetry reasons, in $pp$ collisions this polarisation vanishes as the Feynman variable $x_F$ approaches zero, so that the expected observed polarisation in ATLAS is smaller than in experiments covering more forward regions (for example LHCb). Thus, a polarisation measurement in ATLAS will require very high precision.
17.5.2.2 Method of polarisation measurement

A polarisation measurement can be obtained with \( \Lambda_b \) baryons via the angular distributions of the cascade decay \( \Lambda_b \rightarrow J/\psi \Lambda^0, J/\psi \rightarrow \mu \mu, \Lambda^0 \rightarrow p \pi \). The decay is described by the \( \Lambda_b \) polarisation, \( P_{\Lambda_b} \), four helicity amplitudes and the known asymmetry parameter for the \( \Lambda^0 \rightarrow p \pi \) decay, \( \alpha(\Lambda^0) = 0.646 \). The \( J/\psi \rightarrow \mu \mu \) decay depends only on one amplitude which is absorbed into the normalisation.

The angular distribution function, \( \omega \), can be written in terms of five measurable angles that are defined in Figure 17-39:

\[
\omega(\theta, \theta_1, \theta_2, \varphi_1, \varphi_2) = \frac{1}{4\pi^2} \sum_{i=1}^{19} \alpha_i f_i \times F_i(\theta, \theta_1, \theta_2, \varphi_1, \varphi_2),
\]

where the \( \alpha_i \) are bilinear combinations of the four helicity amplitudes, the \( f_i \) are combinations of \( P_{\Lambda_b} \) and \( \alpha(\Lambda^0) \), and the \( F_i \) are functions of the five angles \( \theta, \theta_1, \theta_2, \varphi_1 \) and \( \varphi_2 \). The expressions for \( \alpha_i, f_i \) and \( F_i \) can be found in [17-52]. From the measured angular distributions, 19 independent moments \( <F_i> \) can be obtained. Since the system of equations is over-constrained, the polarisation, \( P_{\mu} \), can be determined.

17.5.2.3 Event selection, background and estimation of precision

The events were simulated within the Inner Detector only. Efficiency factors were applied for muon reconstruction and identification. The LVL2 trigger will select \( J/\psi \rightarrow \mu \mu \) decays with \( p_T \) larger than 6 GeV for one muon and 3 GeV for the other muon. The muon tracks in the Inner Detector were fitted requiring that they originate from a common point. A simultaneous \( J/\psi \) mass and vertex constrained fit was performed. The transverse flight distance from the primary vertex to the \( \Lambda_b \) decay point was required to be larger than 250 \( \mu \)m and, for the \( \Lambda^0 \) candidate, a transverse flight distance in the range 1 - 42 cm was required. A second fit then constrained the \( J/\psi \) and \( \Lambda^0 \) momentum to point to the dimuon vertex. The \( J/\psi \rightarrow \Lambda^0 \) invariant-mass spectrum had a Gaussian core with \( \sigma = 22 \) MeV. The proper decay-time of the \( \Lambda_b \) candidate was required to be larger than 0.5 ps. Within the mass region of three standard deviations around the \( \Lambda_b \) mass, the background was ~2% and it was dominated by \( J/\psi \)s from \( B \)-hadrons combined with \( \Lambda^0 \)s coming from the fragmentation. The \( \Lambda_b \) reconstruction properties and background composition are summarised in Table 17-20. After three years of low-luminosity data-taking, the number of reconstructed \( \Lambda_b \rightarrow J/\psi \Lambda^0 \) events will be ~75 000. The branching ratio for \( \Lambda_b \rightarrow J/\psi \Lambda^0 \) was taken to be \( 3.7 \times 10^{-4} \), as measured by CDF [17-49].
The estimated statistical precision of the polarisation measurement using the above method of moments was $\sigma(P_b) \sim 0.016$. Some of the $\Lambda_b$ baryons are produced indirectly through the decays of heavier states $\Sigma^+_b \to \Lambda_b \pi, \Sigma^*_b \to \Lambda_b \pi$. Thus, the observed $\Lambda_b$ polarisation will be diluted and, according to the present models, the dilution factor is expected to be in the range 0.34–0.67 [17-52]. The lower value corresponds to the case in which the polarisations of the $\Lambda_b$, $\Sigma^+_b$ and $\Sigma^*_b$ are in the relation $P_b = P(\Sigma^+_b) = -P(\Sigma^*_b)$ and the upper limit corresponds to $P_b = -P(\Sigma^+_b) = P(\Sigma^*_b)$.

The large $\Lambda_b$ sample, characterised by a small background, can be used for a precise determination of the $\Lambda_b$ lifetime. The maximum-likelihood fit, taking into account the proper decay time resolution and assuming a single exponential for the background with mean decay time the same as for the neutral $B$ hadrons, gives a statistical precision of 0.3%.

### 17.6 Conclusions on the $B$-physics potential

The expected $B$-physics performance of ATLAS is summarised in Table 17-21. High-statistics studies of $CP$ violation in various $B$-decay channels will give measurements of the unitarity-triangle angles $\alpha$ and $\beta$, and will search for deviations from the Standard Model. These measurements will be complemented by the measurement of the $B_s$-oscillation parameter $\Delta m_s$. Several other measurements will be made with the $B_s$ and $\Lambda_b$, thus complementing the data from $e^+e^-$ $B$-factories. Finally, very rare $B$ decays will be accessible as well.
Table 17-21 Summary of the B-physics potential. The assumed integrated luminosity is 30 fb$^{-1}$, except for the rare dimuon decays, where 130 fb$^{-1}$ is assumed.

<table>
<thead>
<tr>
<th>Observable</th>
<th>Expected accuracy or value</th>
<th>World data (situation in 1999)</th>
</tr>
</thead>
<tbody>
<tr>
<td>sin2$\alpha$</td>
<td>$\delta_{\text{stat}}(\alpha) = 2^\circ$</td>
<td>Estimated to be in the range $\sin2\alpha = -0.26^{+0.29}_{-0.28}$ [17-11]</td>
</tr>
<tr>
<td>sin2$\beta$</td>
<td>$\delta_{\text{stat}}(\sin2\beta) = 0.010$</td>
<td>$\sin2\beta = 0.79^{+0.41}_{-0.44}$ [17-10]</td>
</tr>
<tr>
<td>Angle $\gamma$</td>
<td></td>
<td>Estimated to be in the range $\gamma = (59.5^{+8.5}_{-7.5})^0$ [17-11]</td>
</tr>
<tr>
<td>$\xi = 2\lambda \sin \gamma</td>
<td>V_{ud}</td>
<td>/</td>
</tr>
<tr>
<td>$\Delta m_s$</td>
<td>Measured up to 38.5 ps$^{-1}$</td>
<td>$\Delta m_s &gt; 12.4$ ps$^{-1}$ [17-31]</td>
</tr>
<tr>
<td>$\tau(B_s^0)$</td>
<td>$\delta \Gamma_s/\Gamma_s = 0.7%$ (stat.)</td>
<td>$\tau(B_s^0) = 1.54 \pm 0.07$ ps [17-32]</td>
</tr>
<tr>
<td>$\Delta \Gamma_s$ in the $B_s$-meson system</td>
<td>$\delta(\Delta \Gamma_s)/\Delta \Gamma_s = 12%$ (stat.)</td>
<td>$\Delta \Gamma_s/\Gamma_s &lt; 0.83$ [17-53]</td>
</tr>
<tr>
<td>$</td>
<td>V_{td}</td>
<td>/</td>
</tr>
<tr>
<td>$\tau(\Lambda_b)$</td>
<td>$\delta(\tau(\Lambda_b)) / \tau(\Lambda_b) = 0.3%$ (stat.)</td>
<td>$\tau(\Lambda_b) = 1.24 \pm 0.08$ ps [17-32]</td>
</tr>
<tr>
<td>$Br(B_s^0 \rightarrow \mu\mu)$</td>
<td>4.3$\sigma$ signal (SM)</td>
<td>Not measured yet</td>
</tr>
<tr>
<td>$Br(B_d^0 \rightarrow \mu\mu)$</td>
<td>Upper limit 3x10$^{-10}$ (SM)</td>
<td>Not measured yet</td>
</tr>
<tr>
<td>$A_{FB}$ of muons in rare semileptonic decays</td>
<td>$\delta(A_{FB}) &lt; 5%$ (stat.)</td>
<td>Not measured yet</td>
</tr>
</tbody>
</table>
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18 Heavy quarks and leptons

The top quark is the only known fundamental fermion with a mass on the electroweak scale. As a result, study of the top quark may provide an excellent probe of the sector of electroweak symmetry breaking (EWSB), and new physics may well be discovered in either its production or decay. The LHC will be a ‘top quark factory’, and a very large variety of top physics studies will be possible with the high statistics samples which will be accumulated.

Figure 18-1 shows the expected cross-section for the pair production of heavy quarks at the LHC for quark masses in the range from 175 to 1000 GeV. For the case of the top quark, with \( m_t \approx 175 \) GeV, the next-to-leading order (NLO) prediction including gluon resummation is \( \sigma(t\bar{t}) = 833 \) pb [18-1]. In addition to the detailed studies of top quark physics which this large cross-section will allow, the LHC will be an excellent place to search for the possible existence of fourth generation quarks and leptons. Approximately 1000 events would be produced per low luminosity year for a quark mass of 900 GeV.

Section 18.1 discusses the ATLAS sensitivity to many topics related to top quark physics. Section 18.2 presents the ATLAS discovery potential for fourth generation quarks, and Section 18.3 briefly develops ideas on searching for heavy leptons.

The results presented in this chapter are obtained predominantly using ATLFAST [18-2], the parametrised ATLAS detector simulation (see Section 2.5). Cross-checks of the results, particularly for the case of the measurement of the top quark mass, have been made using the detailed GEANT simulation of the ATLAS detector.

18.1 Top quark physics

18.1.1 Introduction

With the discovery of the top quark at Fermilab [18-3][18-4], top physics has moved from the search phase into the study phase. The NLO prediction that \( \sigma(t\bar{t}) = 833 \) pb at the LHC [18-1] implies production of more than 8 million \( t\bar{t} \) pairs per year at low luminosity (and, of course, ten times that number per year at high luminosity). The motivations for detailed studies of the top quark are numerous. Within the Standard Model (SM), an accurate measurement of the top quark mass \( (m_t) \) helps constrain the mass of the SM Higgs boson \( (m_H) \). The large value of \( m_t \) implies the top quark may provide an excellent probe of EWSB, fermion mass generation, and the possible existence of other massive particles. In addition, top quark events will be the dominant background in many searches for new physics at the TeV scale; extraction of new physics will
therefore require detailed measurement and understanding of the production rate and properties of top quark events. Also, the $W \rightarrow jj$ decays in top quark events provide an important in situ calibration source for calorimetry at the LHC (see Section 9.3.1 and Section 12.5).

The next section describes briefly the kinematics of $t\bar{t}$ events at the LHC, and presents estimates of the event samples which will be accumulated. Section 18.1.3 discusses in detail the estimated precision which can be achieved in the measurement of the mass of the top quark, one of the fundamental parameters of the SM. In Section 18.1.4, studies of $t\bar{t}$ production are presented. Section 18.1.5 then presents results related to top quark decays and couplings. Finally, Section 18.1.6 describes studies of electroweak single top production, and of the variety of physics topics which can be best (or only) studied using this channel.

Apart from the analyses of single top production, where a variety of Monte Carlo signal generators have been used (see Section 18.1.6 for details), top quark signal processes have been simulated with the PYTHIA Monte Carlo program [18-5], including initial- and final-state radiation, hadronisation and decays. Most background processes have also been generated with PYTHIA, with the exception of $Wb\bar{b}$, which has been produced using HERWIG [18-6], where the correct matrix-element calculation of that process is available. For most top physics analyses, the backgrounds from non-top final states are small after selection cuts and the remaining background is dominated by top events themselves. Therefore, unlike most of the other chapters in the TDR which use leading-order (LO) predictions for cross-sections since NLO predictions are not available for all the relevant backgrounds, the top quark analyses use the NLO prediction that $\sigma(t\bar{t}) = 833$ pb. All analyses assumed efficiencies for charged lepton reconstruction and identification of 90%.

### 18.1.2 $t\bar{t}$ selection and event yields

At the LHC, the largest source of top quarks is from $t\bar{t}$ production. According to the SM, the top quark decays almost exclusively to $Wb$. The final state topology of $t\bar{t}$ events then depends on the decay modes of the $W$ bosons. In approximately 65.5% of $t\bar{t}$ events, both $W$ bosons decay hadronically via $W \rightarrow jj$, or at least one $W$ decays via $W \rightarrow \tau \nu$. These events are difficult to extract cleanly above the large QCD multi-jet background, and are for the most part not considered further. Instead, the analyses presented here concentrate on ‘leptonic $t\bar{t}$ events’, where at least one of the $W$ bosons decays via $W \rightarrow l \nu$ (with the charged lepton either an electron or muon). The lepton plus large $E_T^{\text{miss}}$, due to the escaping neutrino(s), provide a large suppression against multi-jet backgrounds. The leptonic events, which account for approximately 34.5% of all $t\bar{t}$ events, can be subdivided into a ‘single lepton plus jets’ sample and a ‘dilepton’ sample, depending on whether one or both $W$ bosons decay leptonically.

#### 18.1.2.1 Single lepton plus jets sample

The single lepton plus jets topology, where one $W$ decays leptonically and the other $W$ decays hadronically via $W \rightarrow jj$, arises in $2 \times 2/9 \times 6/9 = 29.6\%$ of all $t\bar{t}$ events. One expects, therefore, production of almost 2.5 million single lepton plus jet events for an integrated luminosity of 10 fb$^{-1}$. The presence of a high $p_T$ isolated electron or muon allows these events to be triggered efficiently, using, for example, the single lepton triggers discussed in Section 11.7.3. Furthermore, the complete final state can be reconstructed (with a quadratic ambiguity), despite the missing neutrino, by assuming $E_T^{\text{miss}} = E_T(\nu)$ and applying the constraint that $m_\nu = m_W$. 
An important tool for selecting clean top quark samples, particularly in the single lepton plus jets mode, is the ability to identify $b$-quarks. As discussed in detail in Chapter 10, with a tagging efficiency of 60% for $b$-jets, a rejection of at least 100 can be achieved against prompt jets (i.e. jets containing no long-lived particles) at low luminosity. At high luminosity, a rejection factor of around 100 is obtained with a reduced $b$-tagging efficiency of 50%.

Requiring an isolated lepton with $p_T > 20$ GeV, $E_T^{\text{miss}} > 20$ GeV, and at least four jets with $p_T > 20$ GeV, including at least one $b$-tagged jet, a sample of about 820 000 single $b$-tagged events would be selected for an integrated luminosity of 10 fb$^{-1}$. Figure 18-2 and Figure 18-3 show the $p_T$(lepton) and jet multiplicity distribution for events with $p_T$(lepton) > 20 GeV, normalised to an integrated luminosity of 10 fb$^{-1}$. For the jets distribution a $p_T$(jet) > 20 GeV has been required.

18.1.2.2 Dilepton sample

Dilepton events, where each $W$ decays leptonically, provide a particularly clean sample of $t\bar{t}$ events, although the product of branching ratios is small, $2/9 \times 2/9 = 4.9\%$. With this branching ratio, one expects the production of over 400 000 dilepton events for an integrated luminosity of 10 fb$^{-1}$. The presence of two high $p_T$ isolated leptons allows these events to be triggered efficiently, using the single or double lepton triggers discussed in Section 11.7.3.

18.1.2.3 multi-jet sample

The largest sample of $t\bar{t}$ events consists of six-jet events from the fully hadronic decay mode, $t\bar{t} \rightarrow WWb\bar{b} \rightarrow (jj)(jj)b\bar{b}$. With a branching ratio of $6/9 \times 6/9 = 44.4\%$, it corresponds to the production of 3.7 million multi-jet events for an integrated luminosity of 10 fb$^{-1}$. However, these events suffer from a very large background from QCD multi-jet events. In addition, the all-jet final state poses difficulties for triggering. The trigger menus discussed in Section 11.7.3 consider
multi-jet trigger thresholds only up to four jets, for which a jet $E_T$ threshold of 55 GeV is applied at low luminosity. Further study is required to determine appropriate thresholds for a six-jet topology.

A very preliminary investigation [18-7] has been made of a simple selection and reconstruction algorithm for attempting to extract the multi-jet $t\bar{t}$ signal from the background. Hadronic $t\bar{t} \rightarrow WWbb \rightarrow (jj)(jj)b\bar{b}$ events were selected by requiring six or more jets with $p_T > 15$ GeV, with at least two of them tagged as $b$-jets. Jets were required to satisfy $|\eta| < 3$ ( $|\eta| < 2.5$ for $b$-jet candidates). In addition, the scalar sum of the transverse momenta of the jets was required to be greater than 200 GeV. The $t\bar{t}$ signal efficiency for these cuts was 19.3%, while only 0.29% of 1.8 million QCD multi-jet events survived. With this selection, and assuming a QCD multi-jet cross-section of $1.4 \times 10^{-3}$ mb for $p_T^{(\text{hard process})} > 100$ GeV, one obtains a signal-to-background ratio $S/B \approx 1/57$.

Reconstruction of the $t\bar{t}$ final state proceeded by first selecting di-jet pairs, from among those jets not tagged as $b$-jets, to form $W \rightarrow jj$ candidates. A $\chi^2_W$ was calculated from the deviations of the two $m_{jj}$ values from the known value of $m_W$. The combination which minimised the value of $\chi^2_W$ was selected, and events with $\chi^2_W > 3.5$ were rejected. For accepted events, the two $W$ candidates were then combined with $b$-tagged jets to form top and anti-top quark candidates, and a $\chi^2_t$ calculated as the deviation from the condition that the top and anti-top masses are equal. Again, the combination with the lowest $\chi^2_t$ was selected, and events with $\chi^2_t > 7$ were rejected.

After this reconstruction procedure and cuts, the value of $S/B$ improved to $1/8$ within the mass window $130-200$ GeV, or slightly better for higher $p_T^{(\text{jet})}$ thresholds (see Table 18-1).

The isolation of a top signal can be further improved in a number of ways, such as using a multivariate discriminant based on kinematic variables like aplanarity, sphericity or $\Delta R$ (jet-jet), or restricting the analysis to a sample of high $p_T$ top events. These techniques are undergoing further investigation, but it will be very difficult to reliably extract the signal from the background in this channel. In particular, the multi-jet rates and topologies, as generated by PYTHIA, suffer from very large uncertainties. Comparisons with the NJETS [18-8] matrix-element calculations have shown [18-9] that these uncertainties are about a factor of three for three- or four-jet final states. In the case of six-jet final states, the uncertainties could be expected to be even larger.

### 18.1.3 Measurement of the top quark mass

The most recent combined value of the top quark mass from CDF and D0 is $m_t = 174.3 \pm 3.2 \pm 4.0$ GeV [18-10]. The mass of the top quark is a fundamental parameter of the SM and should be measured as accurately as possible. As is well known, radiative corrections in the SM relate the mass of the top quark and the mass of the $W$ to the mass of the SM Higgs boson. Assuming that $m_W$ can be measured with a precision of $\pm 20$ MeV (see Section 16.1), a determination of $m_t$ with a precision of $\delta m_t \leq 12$ GeV would be required to match that from $m_W$ and from the current theoretical uncertainties. Models beyond the SM which attempt to explain in a
more fundamental way the origin of mass and the observed fermion mass hierarchy, such as top-bottom-tau Yukawa coupling unification in a supersymmetric SO(10) GUT [18-11], would profit from a precision of the order $\delta m_t \approx \pm 1$ GeV.

With the large number of top quark events which will be available at the LHC, the uncertainty in the measurement of $m_t$ will be dominated by systematic errors. Several different data samples and methods, with somewhat differing sensitivities to systematic errors, can be used, and the resulting measurements can then be combined for optimal precision.

The studies presented in this section were performed predominantly using ATLFAST [18-2], since they concentrated on the influence on the $m_t$ measurement of various ‘physics-related’ sources of uncertainties, such as initial and final state radiation, and uncertainties in the knowledge of $b$-quark fragmentation. As discussed in Section 18.1.3.5, some cross-checks of the results have been made with results from a detailed GEANT simulation of the ATLAS detector. However, detailed studies of ‘detector-related’ effects, and in particular of the calibration and understanding of the jet energy scale, are not discussed here, but in Chapter 9 and Chapter 12. The top mass measurement is assumed to be performed using data taken during low luminosity running, and so pile-up has not been included. Detector noise is also not included, but should not significantly affect the results.

### 18.1.3.1 Inclusive single lepton plus jets channel

The process $pp \rightarrow t\bar{t} \rightarrow WWb\bar{b} \rightarrow (l\nu)(jj)b\bar{b}$ provides a large sample of top quark events. The presence of a high $p_T$ isolated lepton provides an efficient trigger. The lepton and the high value of $E_T^{\text{miss}}$ give a large suppression of backgrounds from QCD multi-jets and $b\bar{b}$ production. The major sources of backgrounds are $W+\text{jet}$ production with $W \rightarrow l\nu$ decay, and $Z+\text{jet}$ events with $Z \rightarrow ll$. Potential backgrounds from $WW$, $WZ$, and $ZZ$ gauge boson pair production have also been studied, but are reduced to a negligible level after cuts.

For the single lepton plus jets sample, it is possible to fully reconstruct the $t\bar{t} \rightarrow WWb\bar{b} \rightarrow (l\nu)(jj)b\bar{b}$ final state. The four-momentum of the missing neutrino can be reconstructed by setting $m_\nu = 0$, assigning $E_T(v) = E_T^{\text{miss}}$, and calculating $p_z(v)$, with a quadratic ambiguity, by applying the constraint that $m_{\nu} = m_{\nu}$. If one applies the further kinematic constraints that $m_{jj} = m_W$ and $m_{jjb} = m_{t\bar{t}}$, the top mass can be determined using a three-constraint fit. This kinematic fit technique currently gives the most precise determination of $m_t$ at the Tevatron [18-12], where statistics are limited. However, if the systematic errors are to be kept small, this method requires an excellent modelling and understanding of the $E_T^{\text{miss}}$ distribution and resolution, which is beyond the scope of the studies reported here. The discussion presented here (for more details, see [18-13]) will focus on the method where the isolated lepton and large $E_T^{\text{miss}}$ are used to tag the event, and the value of $m_t$ is extracted as the invariant mass of the three jet system arising from the hadronic top quark decay (i.e. $m_t = m_{jjb}$).

Events were selected by requiring an isolated lepton with $p_T > 20$ GeV and $|\eta| < 2.5$, and $E_T^{\text{miss}} > 20$ GeV. Jets were reconstructed using a fixed cone algorithm. Cone sizes of $\Delta R = 0.4$ and 0.7 were investigated. At least four jets with $p_T > 40$ GeV and $|\eta| < 2.5$ were required, and at least two of the jets were required to be tagged as $b$-jets. In Table 18-2, the selection efficiencies for the signal and background processes after each successive cut are presented, together with the expected S/B ratio.

For an integrated luminosity of 10 $fb^{-1}$, a signal of 126 000 $t\bar{t}$ events was obtained after selection cuts, with a small background of 1,922 events, yielding a value of S/B = 65.
For accepted events, the decay $W \rightarrow jj$ was reconstructed from among those jets that were not tagged as $b$-jets. The jet pair with an invariant mass $m_{jj}$ closest to $m_W$ was selected as the $W$ candidate. The invariant mass distribution of the selected di-jet combinations is shown in Figure 18-4. Fitting the distribution with a Gaussian plus a third order polynomial yielded a $W$ mass consistent with the generated value and a $m_{jj}$ mass resolution of 7.8 GeV. Within a mass window of $\pm 20$ GeV around $m_W$, the purity ($P$) and efficiency ($\varepsilon$) of the $W$ reconstruction, determined by comparing with the parton level information, were $P = 67\%$ and $\varepsilon = 90\%$, respectively. The background is dominated by wrong combinations in the $t\bar{t}$ events themselves. Other selection criteria, such as requiring that the highest $p_T$ jet be part of the combination, did not improve significantly the purity nor efficiency, and therefore are not considered in the following.

Events with $|m_{jj} - m_W| < 20$ GeV were retained, and the $W$ candidate was then combined with one of the $b$-tagged jets to attempt to reconstruct $t \rightarrow Wb$. If one does not do anything to choose between the $b$-tagged jets, one reconstructs at least two $jjb$ combinations per event. In this case, the right combination is always selected but the purity is only 30%. To choose the correct $jjb$ combination, a variety of criteria were tried, including choosing the $jjb$ combination which gave the highest $p_T$ for the reconstructed top candidate, or using the $b$-jet which was furthest from the isolated lepton. Similar results were obtained for these various methods. Figure 18-5 presents the reconstructed $m_{jjb}$ distribution using the $jjb$ combination which gives the highest $p_T$ for the reconstructed top candidate. Fitting the distribution with a Gaussian plus a third order polynomial yielded a top mass consistent with the generated value of 175 GeV, and a $m_{jjb}$ mass resolution of 11.9 GeV.

Normalising to an integrated luminosity of 10 fb$^{-1}$, about 32 000 signal events were reconstructed, of which 30 000 yielded a value of $m_{jjb}$ within a window of $\pm 35$ GeV around the generated value of $m_t = 175$ GeV. In addition, 34 000 ‘wrong combinations’ in $t\bar{t}$ events were obtained (where the incorrect jet-parton assignment was made), of which 14 000 were in the mass window around $m_t$. The total background from processes other than $t\bar{t}$ summed up to only 115 events. In the mass window defined above, the signal purity and overall efficiency were $P = 68\%$ and $\varepsilon = 69\%$, respectively. The determination of $m_t$ by fitting the peak in the measured $m_{jjb}$ spectrum resulted in a statistical uncertainty of $\delta m_t (\text{stat.}) = \pm 0.070$ GeV for an integrated luminosity of 10 fb$^{-1}$.

<table>
<thead>
<tr>
<th>Process</th>
<th>$p_T^l &gt; 20$ GeV</th>
<th>$E_T^{\text{miss}} &gt; 20$ GeV</th>
<th>As before, plus $N_{\text{jet}} \geq 4$</th>
<th>As before, plus $N_{b\text{-jet}} \geq 2$</th>
<th>Events per 10 fb$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$ signal</td>
<td>64.7</td>
<td>21.2</td>
<td>5.0</td>
<td>126 000</td>
<td></td>
</tr>
<tr>
<td>$W+\text{jets}$</td>
<td>47.9</td>
<td>0.1</td>
<td>0.002</td>
<td>1658</td>
<td></td>
</tr>
<tr>
<td>$Z+\text{jets}$</td>
<td>15.0</td>
<td>0.05</td>
<td>0.002</td>
<td>232</td>
<td></td>
</tr>
<tr>
<td>$WW$</td>
<td>53.6</td>
<td>0.5</td>
<td>0.006</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>$WZ$</td>
<td>53.8</td>
<td>0.5</td>
<td>0.02</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>$ZZ$</td>
<td>2.8</td>
<td>0.04</td>
<td>0.008</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>Total background</td>
<td></td>
<td></td>
<td></td>
<td>1922</td>
<td></td>
</tr>
<tr>
<td>$S/B$</td>
<td></td>
<td></td>
<td></td>
<td>65</td>
<td></td>
</tr>
</tbody>
</table>
Performing the same analysis, but relaxing the $b$-tagging criterion to require at least one $b$-jet, yielded 80 000 signal events, with 76 000 having $m_{jjb}$ within a window of $\pm 35$ GeV around the generated value of $m_t = 175$ GeV. In addition, 166 000 wrong $t\bar{t}$ combinations were accepted, with 58 000 in the mass window, and 6 000 events from other background processes. The result-ant statistical error on $m_t$ was reduced to $\delta m_t(\text{stat.}) = \pm 0.042$ GeV.

The dependence of the reconstructed top mass on the generated value was checked using several samples of $t\bar{t}$ events with different values of $m_t$ ranging from 160 to 190 GeV. The results are shown in Figure 18-6, and demonstrate a linear dependence of the reconstructed value of $m_t$ on the generated top mass. The stability of the reconstructed value of $m_t$ was also checked as a function of $p_T(top)$. As shown in Figure 18-7, no significant $p_T(top)$ dependence was observed. The systematic errors on the measurement of $m_t$ are discussed in Section 18.1.3.3.

18.1.3.2 High $p_T$ single lepton plus jets channel

At the LHC, the $t\bar{t}$ production rate is sufficiently large that one can make very tight cuts and still accept a sample of events for which the statistical error on $m_t$ will be small compared to the systematic error. One could, for example, require that the top and anti-top quarks have high $p_T$. In this case, they would be produced back-to-back, and the daughters from the two top decays would appear in distinct ‘hemispheres’ of the detector. This topology would greatly reduce the combinatorial background from having to select which jets have to be combined to reconstruct the $t \rightarrow jjb$ candidate. Backgrounds from processes other than $t\bar{t}$ would also be reduced at high $p_T$. Furthermore, the higher average energy of the jets to be reconstructed should reduce the sensitivity to systematic effects due to the jet energy calibration and to effects of gluon radiation.
High $p_T\ell\bar{\ell}$ events were generated using PYTHIA 5.7 with a $p_T$ cut on the hard scattering process above 200 GeV. The expected cross-section in this case is about 120 pb, or about 14.5% of the total $t\bar{t}$ production cross-section. The selection cuts required the presence of an isolated lepton with $p_T > 30$ GeV and $|\eta| < 2.5$, and $E_T^{\text{miss}} > 30$ GeV. The total transverse energy of the event was required to be greater than 450 GeV. Jets were reconstructed using a cone algorithm with radius $\Delta R = 0.4$.

The plane perpendicular to the direction of the isolated lepton was used to divide the detector into two hemispheres. Considering only jets with $p_T > 40$ GeV and $|\eta| < 2.5$, the cuts required one $b$-tagged jet in the same hemisphere as the lepton, and three jets, one of which was $b$-tagged, in the opposite hemisphere. Di-jet candidates for the $W \rightarrow jj$ decay were selected from among those jets in the hemisphere opposite to the lepton which were not tagged as jets. The resultant $m_{jj}$ invariant mass distribution is shown in Figure 18-8. Fitting the six bins around the peak of the mass distribution with a Gaussian, yielded a $W$ mass consistent with the generated value, and a $m_{jj}$ resolution of 7 GeV, in good agreement with that obtained for the inclusive sample in Figure 18-4.

Di-jets with $40$ GeV < $m_{jj}$ < 120 GeV were then combined with the $b$-tagged jet from the hemisphere opposite to the lepton to form $t \rightarrow jjb$ candidates. Finally, the high $p_T$(top) requirement was imposed by requiring $p_T(jjb) > 250$ GeV. With these cuts, the overall signal efficiency was 1.7%. Background from sources other than $t\bar{t}$ was reduced to a negligible level. The invariant mass distribution of the accepted $jjb$ combinations is shown in Figure 18-9. Fitting the six bins around the peak of the mass distribution with a Gaussian, yielded a top mass consistent with the generated value of 175 GeV, and a $m_{jjb}$ mass resolution of 11.8 GeV, in good agreement with that obtained for the inclusive sample in Figure 18-5. For an integrated luminosity of 10 fb$^{-1}$, a sample of 6 300 events would be collected, leading to a statistical error of $\delta m_t$(stat.) = ±0.25 GeV, which remains well below the systematic uncertainty (see Section 18.1.3.3).
Three Monte Carlo data sets, with top masses of 170, 175 and 180 GeV, were used to verify that the reconstructed top mass depends linearly on the Monte Carlo input value. As a stability check of the measurement and of the calibration procedure, the reconstructed value of $m_t$ was determined as a function of $p_T(jjb)$ for the data set with input value $m_t = 175$ GeV. As in the inclusive sample, no strong $p_T$ dependence was observed.

### 18.1.3.3 Systematic uncertainties on the measurement of $m_t$ in the single lepton plus jets channel

As discussed below, a number of sources of systematic error on the measurement of $m_t$ using the single lepton plus jets channel have been studied using samples of events generated with PYTHIA and simulated with ATLFAST. In addition, over 60 000 signal events were simulated through the GEANT-based full simulation to allow cross-checks of the ATLFAST results. The results of these comparisons are presented following the discussion of the systematic errors.

The measurement of $m_t$ via reconstruction of $t \rightarrow jjb$ relies on a precise knowledge of the energy calibration for both light quark jets and $b$-jets. The jet energy scale depends on a variety of detector and physics effects, including non-linearities in the calorimeter response, energy lost outside the jet cone (due, for example, to energy swept away by the magnetic field or to gluon radiation at large angles with respect to the original parton), energy losses due to detector effects (cracks, leakage, etc.), and ‘noise’ due to the underlying event. As discussed in Section 9.1 and Section 12.5, the goal is to understand the jet energy scale at the level of 1% for both light quark jets and $b$-jets.

The energy scale of $b$-jets enters in a direct way into the measurement of $m_t$ and must be calibrated from other sources. In contrast, the energy of the two light quark jets can be calibrated event-by-event using the constraint that $m_{jj} = m_W$, at least for the inclusive single lepton plus jets sample, where the jets tend to be well separated. Indeed, the $W \rightarrow jj$ decays in $t\bar{t}$ events provide an essential in situ calibration tool for the ATLAS calorimetry system. For the high $p_T$ sample, the two light quark jets from the $W$ decay tend to be very close to each other. The ener-
ergy sharing between the two jets due to their spatial proximity in the detector complicates the calibration using the $m_W$ constraint, as discussed in Section 9.3.1. A systematic error for the high $p_T$(top) sample based on the assumption that the $W$ mass constraint cannot be used to perform an event-by-event calibration, is conservatively assumed in the following.

To estimate the effect of an absolute jet energy scale uncertainty, different ‘miscalibration’ coefficients were applied to the measured jet energies. Effects due to miscalibration of light quark jets and of $b$-jets were studied separately, and a top mass shift per percent of miscalibration was determined in each case. For example, Figure 18-10 demonstrates the observed linear dependence of the top mass shift on the $b$-jet absolute scale error for the inclusive sample. Table 18-3 summarises the systematic errors on $m_t$ defined as the top mass shifts resulting from assumed 1% jet scale errors.

The fraction of the original $b$-quark momentum which will appear as visible energy in the reconstruction cone of the corresponding $b$-jet depends on the fragmentation function of the $b$-quark. This function is usually parametrised in PYTHIA in terms of one variable, $\varepsilon_b$, using the Peterson fragmentation function [18-14]. The experimental uncertainty on $\varepsilon_b$ used here is 0.0025 [18-15]. The value of $\varepsilon_b$ usually used in the simulations was $\varepsilon_b = -0.006$. Another sample of signal events was generated with $\varepsilon_b = (-0.006+0.0025) = -0.0035$. The difference between the values of $m_t$ determined with these two samples was taken as the systematic error, $\delta m_t(\varepsilon_b)$, due to uncertainties in the knowledge of $\varepsilon_b$. The resultant systematic uncertainties are summarised in Table 18-3 for the inclusive sample and the high $p_T$(top) sample.

The presence of initial state radiation (ISR) and final state radiation (FSR) can impact the measurement of $m_t$. A top mass shift due to ISR, $\Delta m_t$(ISR), was defined as the difference between the value of $m_t$ determined for the usual data set with ISR switched on, and the value measured using a sample of events generated with ISR switched off. A similar definition was used to define a shift due to FSR, $\Delta m_t$(FSR). In the case of FSR a large mass shift occurs, of order 10 GeV for a jet cone size of $\Delta R = 0.4$. As expected, this large shift is considerably reduced if the cone size to reconstruct the jet is increased to $\Delta R = 0.7$ (see Table 18-3). The level of uncertainty on the knowledge of ISR and FSR is of order 10%, reflecting the uncertainty on $\alpha_s$. As a more conservative estimate of the resultant systematic errors in $m_t$, 20% of the $\Delta m_t$(ISR) and $\Delta m_t$(FSR) mass shifts defined above have been taken. The mass shifts and corresponding systematic errors are summarised in Table 18-3. The systematic errors estimated in this way are less than 0.3 GeV for ISR, while 1-2 GeV errors result from effects due to FSR.

An alternative approach uses the measured jet multiplicity to search, event-by-event, for the presence of hard gluon radiation. Following the convention for this approach adopted at the Tevatron [18-12], the mass shift would be defined not by comparing events with radiation switched on and events with radiation switched off, but by the difference, $\Delta m_t$, between the value of $m_t$ determined from events with exactly four jets and that determined from events with

![Figure 18-10](image-url) Reconstructed top mass for the inclusive single lepton plus jets $t\bar{t}$ sample, as a function of the systematic uncertainty on the energy scale for $b$-jets.
more than four jets. The systematic error due to effects of initial and final radiation would then be considered as \( \delta m_t = \Delta m_t / \sqrt{12} \). Such a calculation would yield systematic errors of approximately 0.4 - 1.1 GeV, smaller than the more conservative approach adopted here.

Uncertainties in the size and shape of the background, which is dominated by ‘wrong combinations’ in \( t\bar{t} \) events, can affect the top mass reconstruction. The resultant systematic uncertainty on \( m_t \) was estimated by varying the assumptions about the background shape in the fitting procedure. Fits of the \( m_{jjb} \) distribution were performed assuming a Gaussian shape for the signal and either a polynomial or a threshold function for the background. Varying the background function resulted in a systematic error on \( m_t \) of 0.2 GeV.

The structure of the ‘underlying event’ can affect the top mass reconstruction. However, as discussed in Section 18.1.3.4, it is possible to estimate and correct for this effect using data. Given the large statistics available at the LHC, it is assumed that the residual uncertainty from the underlying event will be small compared to the other errors (note that the ‘underlying event’ denotes here a minimum bias event, since the impact of ISR has already been accounted for).

The individual contributions to the systematic error of the inclusive and high \( p_T \) (top) samples are summarised in Table 18-3. For the inclusive sample, the systematic errors are reported for the analysis using jet cone sizes of \( \Delta R = 0.4 \) and \( \Delta R = 0.7 \). For the high \( p_T \) (top) sample, only \( \Delta R = 0.4 \) was used since the jets are close in space.

<table>
<thead>
<tr>
<th>Source of uncertainty</th>
<th>Comment on method</th>
<th>Inclusive sample</th>
<th>High ( p_T ) (top) sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light jet energy scale</td>
<td>1% scale error</td>
<td>(</td>
<td>\Delta m</td>
</tr>
<tr>
<td>b-jet energy scale</td>
<td>1% scale error</td>
<td>0.3 (0.3)</td>
<td>0.3 (0.3)</td>
</tr>
<tr>
<td>b-quark fragmentation</td>
<td>(( \varepsilon_b=-0.006 )-(( \varepsilon_b=-0.0035 ))</td>
<td>0.3 (0.3)</td>
<td>0.3 (0.3)</td>
</tr>
<tr>
<td>Initial state radiation</td>
<td>ISR ON - ISR OFF</td>
<td>0.2 (1.3)</td>
<td>0.04 (0.3)</td>
</tr>
<tr>
<td>Background</td>
<td>-</td>
<td>0.2 (0.2)</td>
<td>0.2 (0.2)</td>
</tr>
</tbody>
</table>

In summary, the jet energy scale and FSR dominate the systematic errors. The jet corrections required are a function of the \( p_T \) of the jet (see Chapter 9), and are smaller for high \( p_T \) jets. For this reason, it is hoped that ongoing studies of the jet calibration might allow one to reduce this source of systematic error for the high \( p_T \) (top) sample with respect to the inclusive one. However, results are presented here, assuming a 1% scale uncertainty, independent of jet \( p_T \). For the high \( p_T \) (top) sample, the light quark jet scale is also significant, if the constraint \( m_{jj} = m_W \) cannot be used to calibrate the light quark jets event-by-event. The tightly collimated jets in the high \( p_T \) (top) sample require the use of a relatively small jet cone (\( \Delta R = 0.4 \)), resulting in a significant sensitivity to FSR effects.
18.1.3.4 High $p_T$ single lepton plus jets analysis with a large calorimeter cluster

For the high $p_T$(top) sample, the large boost forces the jets from the hadronic top decay close to each other in the detector, where they overlap. While this causes some difficulties for the standard reconstruction, where $m_t$ is reconstructed as the invariant mass of the jjb system (as presented above), it gives rise to the possibility to reconstruct the top mass by collecting all the energy deposited in the calorimeter in a large cone around the top quark direction. Such a technique has the potential to reduce the systematic errors, since it is less sensitive to the calibration of jets and to the intrinsic complexities of effects due to leakage outside the smaller cones, energy sharing between jets, etc. Some results from a preliminary investigation [18-16] of the potential of this technique are discussed below.

The event selection was performed as in Section 18.1.3.2, although the $p_T$ cut on the isolated lepton and the $E_{T\text{miss}}$ cuts were lowered to 20 GeV, and the jets were required to have $p_T > 20$ GeV. A jet cone of $\Delta R = 0.4$ was used for the lepton hemisphere, where, apart from radiation effects, only the $b$-jet is expected. In the hemisphere opposite to the lepton, where the three jets from the hadronic top decay are expected, a smaller jet cone size of $\Delta R = 0.2$ was used.

For accepted events, the two highest $p_T$ non-$b$-tagged jets were combined with the highest $p_T$ $b$-jet candidate in the hemisphere opposite to the lepton to form candidates for the jjb hadronic top decay. The selected jjb combination was required to have $p_T > 150$ GeV and $|\eta| < 2.5$. With these selection criteria, about 13 000 events would be expected in the mass window from 145 to 200 GeV, with a purity of 90%, for an integrated luminosity of 10 fb$^{-1}$. The reconstructed invariant mass of the jjb combination is shown in Figure 18-11. The direction of the top quark was then determined from the jet momenta. Figure 18-12 shows the distance $\Delta R$ in pseudorapidity azimuthal angle space between the reconstructed top direction and the true direction at the parton level, demonstrating good agreement between the measured direction and the true direction.

![Figure 18-11](image1.png) **Figure 18-11** Invariant mass distribution of the selected jjb combination, using $\Delta R = 0.2$ cones for the high $p_T$ (top) sample, normalised to an integrated luminosity of 10 fb$^{-1}$. The shaded area corresponds to the combinations with the correct jet-parton assignments.

![Figure 18-12](image2.png) **Figure 18-12** Distance $\Delta R$ between the top quark direction reconstructed using $\Delta R = 0.2$ cones and the parton level direction of the top quark. The dots correspond to the correct jjb combinations.
A large cone of radius $\Delta R$ was then drawn around the top quark direction as determined with jets of size 0.2. The top mass was determined by adding the energies of all calorimeter ‘cells’ within the cone (a calorimeter cell has a size $\Delta \eta \times \Delta \phi = 0.1 \times 0.1$). The effective invariant mass of the cells was then calculated according to the formula:

$$m_{jjb} = (E^2 - p^2) = \left( \sum_{i=1}^{n} E_i \right)^2 - \left( \sum_{i=1}^{n} \vec{p}_i \right)^2,$$

where the sum runs over all cells with energy above threshold inside the cone, the energies are those deposited in the cells, and the cell momenta are calculated from their energy and position, assuming the energy in each cell was deposited by a massless particle. The invariant mass spectrum is shown in Figure 18-13 for a cone size $\Delta R = 1.3$, and exhibits a clean peak at the top quark mass.

The fitted value of the reconstructed top mass is shown in Figure 18-14, where it displays a strong dependence on the cone size. It has been checked that, if only the hard process (HP) in PYTHIA is enabled, the fitted mass remains constant (within 2%) independent of cone size. However, once effects of the ‘underlying event’ (UE) from multiple interactions (MUI) among the partons of the colliding pair of protons are included, a dependence on cone size appears. Additional shifts in the top mass result from initial and final state radiation (ISR/FSR).

In the absence of the underlying event, and for cone sizes which are sufficiently large to contain all three jets from the hadronic top decay, the fitted mass should be independent of the cone size. Therefore, a method has been developed to subtract the contribution from the underlying event, by using the calorimeter cells not associated with the products of the top quark decay. The UE contribution was calculated as the average $E_T$ deposited per calorimeter cell, averaged over those cells which were at least a distance $\Delta R$ away from the impact points of the daughters of the partons in the hard scattering process. In Figure 18-15, the values obtained for different settings of the PYTHIA generator are shown. As expected, the average $E_T$ per calorimeter cell...
increases as more activity is added, especially in the case of ISR. Only a rather small dependence is observed on the radius $\Delta R$ used to isolate the cells associated with the hard scattering process.

For the remainder of the analysis, the average $E_T$ per cell in the case of HP+MUI only (0.429 GeV per cell) was used as the UE estimator and was subtracted from each cell (assuming no pseudorapidity dependence) used in the invariant mass calculation. The resulting value of the reconstructed mass ($m_{\text{cone}}$), with and without UE subtraction, is shown in Figure 18-14 as a function of the cone radius. As can be seen, after the UE subtraction, the reconstructed top mass is independent of the cone size used. As a cross-check, the mean $E_T$ per cell was varied by $\pm 10\%$ and the top mass recalculated in each case. As shown superimposed on Figure 18-14, these ‘miscalibrations’ lead to a re-emergence of a dependence of $m_t$ on the cone size. While the prescription for the UE subtraction does lead to a top mass which is independent of the cone size, it should be noted that the reconstructed mass is about 15 GeV (or 8.6%) below the nominal value, $m_t = 175$ GeV, implying that a rather large correction would be needed.

To investigate if this correction can be calibrated, the same procedure was applied to a sample of $W$+jet events generated with a range of $p_T$ comparable to that of the top sample. The $W$ was forced to decay hadronically into jets. Events were selected by requiring the presence of at least 3 jets (using a cone size of 0.4) with $p_T > 30$ GeV and $|\eta| < 2.5$. The highest $p_T$ jet was required to satisfy $p_T > 40$ GeV. The $W$ decay was reconstructed from the second and third highest $p_T$ jets, since in general the highest $p_T$ jet was the jet balancing the $p_T$ of the $W$ boson.

Figure 18-15 Estimator of the average $E_T$ deposited per cell from the underlying event as a function of $\eta$ for different settings of the PYTHIA event generator. In each $\eta$ range, the four symbols correspond to different $\Delta R$ values, within which cells were flagged as belonging to partons from the hard scattering process ($\Delta R = 0.7, 0.8, 0.9,$ and $1.0$) and therefore not used to compute the average $E_T$ per cell. The acronyms of HP (hard-scattering process), MUI (multiple interactions), ISR (initial state radiation) and FSR (final state radiation) refer to the options enabled in PYTHIA for the various data sets.
As for the high $p_T$(top) analysis, the direction of the reconstructed $W$ was measured from the jets, and all cells within a distance $\Delta R$ were used to calculate the $W$ invariant mass. The underlying event contribution was estimated with the same algorithm as described above, averaging over those cells which were far away from the reconstructed jets. The results agreed within 1% with the values determined for the high $p_T$(top) sample. This is not surprising since the underlying event contribution measured without ISR is expected to be basically identical for all processes.

In Figure 18-16, the reconstructed $W$ mass as a function of the cone size is plotted before and after the UE event subtraction. As in the case of the top events, the reconstructed $W$ mass after UE subtraction is independent of the cone size. The average value of $m_{jj}$ after the UE subtraction is about 8.5 GeV (or 10.6%) below the nominal value of $m_W$.

The fractional error on $m_{jj}$ as measured with the $W$+jet sample, was used as a correction factor to $m_{cone}$ in the high $p_T$(top) sample. For a cone of radius $\Delta R = 1.2$, the top mass after UE subtraction increases from 160.1 GeV to 177.0 GeV after rescaling. Similarly, the value of 159.9 GeV, obtained after UE subtraction with a cone of radius $\Delta R = 1.3$, gives a value of 176.0 GeV after rescaling. The rescaled values of $m_{cone}$ are about 1% higher than the generated top mass. This over-correction of $m_t$ using the value of $m_W$ measured with the same method, is due to ISR contributions to the cone used to measure $m_t$. If ISR is switched off, the rescaling procedure works to better than 1%. This can be understood, since the contributions from ISR to high $p_T W \rightarrow jj$ decays, whether produced directly or in top decay, should be similar to first order in energy, but not in mass.
The systematic errors were evaluated as described in Section 18.1.3.3 and are summarised in Table 18-4. Varying the energy scale of the calorimeter cell calibration by 1% resulted in an error in $m_t$ of 0.6 GeV. As expected, the use of a large cone substantially reduces the effects of FSR and $b$-quark fragmentation, each of which gives rise to a systematic error of 0.1 GeV. The uncertainty arising from ISR, which can affect the determination of the UE subtraction, is about 0.1 GeV. The main uncertainty in this technique comes from the calibration procedure. The calibration with the $W+\text{jet}$ sample produces a value of $m_t$ which is about 1% above the generated value. Furthermore, the $W \rightarrow jj$ events would suffer from background from QCD multi-jet events. Ongoing studies suggest one could calibrate using $W \rightarrow jj$ decays from the high $p_T$(top) events themselves, selecting those events in which the $b$-tagged jet is far away from the other two jets of the $W$ decay and then reconstructing the $W \rightarrow jj$ decay using a single cone of size $\Delta R = 0.8$. For example, requiring that the minimum separation between the light quark jets and the $b$-tagged jets satisfy $\Delta R > 1.5$, one can see a clear $W$ mass peak, as shown in Figure 18-17. Further study is required to reliably estimate the potential of this calibration procedure, and a systematic uncertainty of 1% is assigned to it in Table 18-4.

### Table 18-4
Top mass shift ($\Delta m_t$) and resulting systematic error on $m_t$ ($\delta m_t$) due to the various sources of systematic errors (see text), for the high $p_T$(top) sample analysed using cells in a large cone $\Delta R = 1.3$.

<table>
<thead>
<tr>
<th>Source of uncertainty</th>
<th>Comment</th>
<th>Cone size $\Delta R = 1.3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell energy scale</td>
<td>1% scale error</td>
<td>$0.6$</td>
</tr>
<tr>
<td>$b$-quark fragm.</td>
<td>($\varepsilon_b=-0.006$)-($\varepsilon_b=-0.0035$)</td>
<td>$0.1$</td>
</tr>
<tr>
<td>Initial state radiation</td>
<td>ISR ON - ISR OFF</td>
<td>$0.7$</td>
</tr>
<tr>
<td>Final state radiation</td>
<td>FSR ON - FSR OFF</td>
<td>$0.2$</td>
</tr>
<tr>
<td>Calibration of method</td>
<td>High $p_T$ $W \rightarrow jj$ decays</td>
<td>$1.6$</td>
</tr>
</tbody>
</table>

18.1.3.5 Comparison between fast and full simulation for the single lepton plus jets sample

The computing power required to generate sufficiently large $t\bar{t}$ samples to perform all the systematic studies would be prohibitive. However, in order to be able to cross-check the results obtained with ATLFAST, a total of over 60 000 $t\bar{t}$ events were processed through DICE, the GEANT-based ATLAS detector simulation, and then the ATLAS reconstruction package, ATRECON. The event samples included approximately 30 000 inclusive single lepton plus jet events, and an equal number of events generated with $p_T$(top) $> 200$ GeV.
To avoid simulating events through GEANT which would later likely fail the selection criteria, cuts on the transverse momentum and pseudorapidity of the $t\bar{t}$ daughters have been applied at the generator level. The fully simulated events have, therefore, been generated under somewhat more restrictive conditions than used for the ATLFAST simulations described previously. In order to make consistent comparisons between fast and full simulation, the events which have been passed through the full GEANT simulation and reconstruction package were also run through the fast simulation package (ATLFAST), so that the exact same events can be compared (see also Section 9.3.4).

For the inclusive channel, in the top mass window $175 \pm 35$ GeV, the signal purity and overall efficiency were $P = 79\%$ and $\epsilon = 6.4\%$ for fast simulation and $P = 78\%$ and $\epsilon = 5.7\%$ for full simulation. Figure 18-18 and Figure 18-19 show the $m_{jj}$ mass distributions for the two reconstructions. The resulting $m_W$ resolutions were 7.3 and 8.1 GeV for fast and full simulation, respectively. The reconstructed $m_{jjb}$ invariant mass distributions are shown in Figure 18-20 and Figure 18-21. The $m_{jjb}$ invariant mass resolutions were 11.4 GeV and 13.4 GeV for fast and full simulation, respectively.

In summary, the predictions from the two simulations are in good agreement for the signal efficiencies and purities. The amount and shape of the combinatorial background under the $W$ and top mass peak are in good agreement as well. The $m_W$ and $m_t$ mass resolutions are in reasonable agreement, with the full simulation predicting resolutions which are 10-20% worse than those from the fast simulation.
18.1.3.6 Dilepton channel

Dilepton events can provide a measurement of the top quark mass complementary to that obtained from the single lepton plus jets mode. The signature of a dilepton event consists of two isolated high $p_T$ leptons, high $E_T^{\text{miss}}$ due to the neutrinos, and two jets from the fragmentation of the $b$-quarks. Measurement of $m_t$ using dilepton events is complicated by the fact that one cannot fully reconstruct either of the top quarks, due to the undetected neutrinos in the final state. This problem can be dealt with by weighting each solution based on some dynamical information, and thus obtaining a preferred mass for each event. Alternatively, one can take advantage of the fact that the kinematical distributions of the top decay products depend on $m_t$, and attempt to obtain the most likely top mass for a set of events. The mass determination depends on the assumption that the kinematical distributions for top production are reproduced by the Monte Carlo simulation.

About 400 000 dilepton $t\bar{t}$ events are expected to be produced in a data sample corresponding to an integrated luminosity of 10 fb$^{-1}$. Backgrounds arise from Drell-Yan processes associated with jets, $Z \rightarrow \tau\tau$ associated with jets, $WW$+jets and $b\bar{b}$ production. The event selection criteria required two opposite-sign leptons within $|\eta| < 2.5$, with $p_T > 35$ and 25 GeV respectively, and with $E_T^{\text{miss}} > 40$ GeV. Two jets with $p_T > 25$ GeV were required in addition. After the selection cuts, 80 000 signal events survived, with $S/B$ around 10.

Of the many possible kinematic variables which could be studied, preliminary analyses [18-17] of three have been performed: the mass $m_{tb}$ of the lepton-$b$-jet system, the energy of the two highest $E_T$ jets, and the mass $m_{ll}$ of the dilepton system formed with both leptons coming from the same top decay (i.e. $t \rightarrow l\nu b$ followed by $b \rightarrow l\nu c$).

---

**Figure 18-20** Invariant $jjb$ mass distribution obtained from fast simulation for the same sample of 30 000 inclusive single lepton plus jet events which were fully simulated. The shaded histogram shows the background from wrong combinations.

**Figure 18-21** Invariant $jjb$ mass distribution obtained from full simulation for the sample of 30 000 inclusive single lepton plus jet events. The shaded histogram shows the background from wrong combinations.
Top mass measurement using $m_{lb}$

In this analysis, the value of $m_t$ was estimated using the expression

$$m_t^2 = m_W^2 + 2 \cdot \langle m_{lb}^2 \rangle / [1 - \langle \cos \theta_{lb} \rangle]$$

Here, $\langle m_{lb}^2 \rangle$ is the squared mean invariant mass of the lepton and $b$-jet from the same top decay. The mean value of $\cos \theta_{lb}$, the angle between the lepton and the $b$-jet in the $W$ rest frame, can be regarded as an input parameter to be taken from Monte Carlo.

To obtain a very clean sample, the two highest $p_T$ jets were required to be tagged as $b$-jets, leaving a total of about 15,200 signal events per 10 fb$^{-1}$. One cannot determine, in general, which lepton should be paired with which $b$-jet. The pairing which gave the smaller value of $m_{lb}^2$ was chosen, and checking the parton-level information showed that this criterion selected the correct pairing in 85% of the cases, for a generated top mass of 175 GeV. The mean value $\langle m_{lb}^2 \rangle$ was measured for samples generated with different top masses $m_t$, and then $m_t$ was calculated from the expression above. The resultant $m_t$ is a function of $\langle \cos \theta_{lb} \rangle$ and $m$. A $\chi^2$ was defined and minimised with respect to $\langle \cos \theta_{lb} \rangle$ in order to determine the best value of $\langle \cos \theta_{lb} \rangle$. The value of $m_t$ was corrected to compensate for the shift, less than 0.6 GeV, produced by using a fixed $\langle \cos \theta_{lb} \rangle$, and for not distinguishing between $b$ and $\bar{b}$.

For an integrated luminosity of 10 fb$^{-1}$, the expected statistical uncertainty on $m_t$ using this method is about 0.9 GeV. Major sources of systematics include uncertainty on the $b$-quark fragmentation function, which produces a systematic error on $m_t$ of 0.7 GeV if defined as described in Section 18.1.3.3. Systematic errors due to the effects of FSR and ISR together are about 1 GeV, while that due to varying the jet energy scale by 1% is 0.6 GeV. Further studies are required to estimate the uncertainties due to the reliance upon the Monte Carlo modelling of the $t\bar{t}$ kinematics.

Top mass measurement using energy of two leading jets

Increased sensitivity could be obtained with a technique which utilizes not only the mean, but also the shape of the kinematic distribution. As an example, a study has been made of the sensitivity to $m_t$ obtained by comparing to 'template' distributions the energy of the two highest $E_T$ jets. The template distributions were made by generating PYTHIA samples of $t\bar{t}$ events with different values of $m_t$ in the range 160-190 GeV, in steps of 5 GeV. Figure 18-22 shows, as an example, the templates obtained for $m_t = 165$ GeV and 175 GeV.
For each possible top mass value \( m \), a \( \chi^2(m) \) was obtained by comparing the kinematical distribution of the simulated data with the templates of mass \( m \). The best value for the mass was the value which, for the 'data' set, generated with \( m_t = 175 \text{ GeV} \), gave the minimum \( \chi^2 \).

For an integrated luminosity of 10 fb\(^{-1}\), the expected statistical sensitivity on \( m_t \) corresponds to about 0.4 GeV. Varying the calorimeter jet energy scale by 1% produced a systematic error on \( m_t \) of 1.5 GeV. Other sources of systematic error result from dependence of the method on the Monte Carlo modelling of the \( t\bar{t} \) kinematics, and require further study. As an example, changing the choice of the structure functions used in the Monte Carlo simulation (for example, from CTEQ2L to CTEQ2M or EHQL1) led to differences in the top mass of \( \pm 0.7 \text{ GeV} \).

**Top mass measurement using \( m_{ll} \) in tri-lepton events**

The invariant mass distribution of the two leptons from the same top quark decay (\( i.e. t \to Wb \) followed by \( b \to l\nu c \)) is quite sensitive to \( m_t \). It has been shown that the mass distribution of lepton pairs from the same top quark decay is much less sensitive to the top quark transverse momentum distribution than that of lepton pairs from different top quarks [18-18].

Signal events are expected to contain two leptons from the decay of the \( W \) bosons produced directly in the top and anti-top quark decays, and one lepton from the \( b \)-quark decay. In addition to the cuts described above, one non-isolated muon with \( p_T > 15 \text{ GeV} \) was required.

For an integrated luminosity of 10 fb\(^{-1}\), the expected signal would be about 7,250 events, yielding a statistical uncertainty on the measurement of \( m_t \) of approximately \( \pm 1 \text{ GeV} \). This technique is insensitive to the jet energy scale. The dominant uncertainties arise from effects of ISR and FSR and from the \( b \)-quark fragmentation, which sum up to about 1.5 GeV.

**18.1.3.7 Summary of top mass studies**

The very large samples of top quark events which will be accumulated at the LHC will allow a precision measurement of the top quark mass. More than 120,000 single lepton plus jet events would be selected, with a signal-to-background ratio of over 60, within a single year of running at low luminosity. Measuring \( m_t \) by reconstructing the invariant mass of the \( t \to jjb \) candidates in these events would yield a statistical error below 0.1 GeV. Studies of the systematic errors indicate a total error below 2 GeV should be obtainable, provided the energy scales for jets and \( b \)-jets can be understood at the 1% level (see Chapter 12). A substantial contribution to the systematic error for the inclusive sample comes from FSR. A method to reconstruct \( m_t \) in the high \( p_T(t\bar{t}) \) sample using the cells within a single large cone, succeeds in substantially reducing the
sensitivity to FSR. Further study is required to reliably estimate the potential of this method. Complementary measurements of \( m_t \) can be performed with the sample of 80,000 dilepton events selected for an integrated luminosity of 10 fb\(^{-1}\).

### 18.1.4 Top quark pair production

The NLO prediction for \( t\bar{t} \) production at the LHC is quite precisely known. At the LHC, the gluon-gluon fusion process \( gg \to t\bar{t} \) accounts for about 90% of the total \( t\bar{t} \) production, with \( q\bar{q}' \to t\bar{t} \) accounting for the rest. (Note that these fractions are approximately reversed in the case of \( pp \to t\bar{t} \) at the Tevatron, where \( q\bar{q}' \) annihilation dominates). Measurements of the total cross-section, as well as differential cross-sections, are discussed in Section 15.8.4, including implications for QCD measurements, such as the determination of parton distribution functions. Here some examples of possible signatures of new physics in \( t\bar{t} \) production are presented.

#### 18.1.4.1 \( t\bar{t} \) production cross-section measurements

Physics beyond the SM could affect cross-section measurements for \( t\bar{t} \) production in a variety of ways. For example, existence of a heavy resonance decaying to \( t\bar{t} \) might enhance the cross-section, and might produce a peak in the \( m_{t\bar{t}} \) invariant mass spectrum (this possibility is discussed in more detail in the next section). Deviations from the SM top quark branching ratios, due for example to a large rate of \( t \to H^+b \), could lead to an apparent deficit in the \( m_{t\bar{t}} \) cross-section measured with the assumption that \( \text{BR}(t \to W^+b) = 1 \). The NLO prediction of \( \sigma(t\bar{t}) = 833 \text{ pb} \) [18-1] implies production of over 8 million \( t\bar{t} \) pairs in one year at low luminosity. Measurements of \( \sigma(t\bar{t}) \) will be limited by the uncertainty of the integrated luminosity determination, which is currently estimated to be 5%-10% (see Chapter 13). The cross-section relative to some other hard process, such as \( Z \) production, should be able to be measured more precisely.

#### 18.1.4.2 Search for \( t\bar{t} \) resonances

A number of theoretical models predict the existence of heavy resonances which decay to \( t\bar{t} \). An example within the Standard Model is the SM Higgs boson, which will decay to \( t\bar{t} \) provided the decay is kinematically allowed. However, the strong coupling of the SM Higgs boson to the \( W \) and \( Z \) implies that the branching ratio to \( t\bar{t} \) is never very large. For example, for \( m_H = 500 \text{ GeV} \), the SM Higgs natural width would be 63 GeV, and \( \text{BR}(H \to t\bar{t}) = 17\% \). The resulting value of \( \sigma \times \text{BR} \) for \( H \to t\bar{t} \) in the SM is not sufficiently large to see a Higgs peak above the large background from continuum \( t\bar{t} \) production. In the case of MSSM, however, if \( m_A, m_H > 2m_t \), then \( \text{BR}(H/A \to t\bar{t}) = 100\% \) for \( \tan\beta = 1 \). For the case of scalar or pseudoscalar Higgs resonances, it has been pointed out [18-19] that interference can occur between the amplitude for the production of the resonance via \( gg \to H/A \to t\bar{t} \) and the usual gluon fusion process \( gg \to t\bar{t} \). The interference effects become stronger as the Higgs’ mass and width increase. Searches for these decays are discussed in detail in Section 19.3.2.7, in the context of MSSM.

The possible existence of heavy resonances decaying to \( t\bar{t} \) arises in technicolor models [18-20] as well as other models of strong electroweak symmetry breaking [18-21][18-22]. In Section 21.2.1.5, the production and decay into \( t\bar{t} \) of a colour octet techni-eta (\( \eta_8 \)) particle of mass 500 GeV was studied. Recent variants of technicolor theories, such as Topcolor [18-23], posit...
new interactions which are specifically associated with the top quark, and could give rise to heavy particles decaying to \( t\bar{t} \). Since \( t\bar{t} \) production at the LHC is dominated by \( gg \) fusion, colour octet resonances ("colourons") could also be produced [18-24].

Because of the large variety of models and their parameters, a study was made of the sensitivity to a 'generic' narrow resonance decaying to \( t\bar{t} \) (more details can be found in reference [18-25]). Events of the single lepton plus jets topology \( t\bar{t} \rightarrow WWb\bar{b} \rightarrow (l\nu)(jj)b\bar{b} \) were selected by requiring \( E_T^{\text{miss}} > 20 \text{ GeV} \), and the presence of an isolated electron or muon with \( p_T > 20 \text{ GeV} \) and \( |\eta| < 2.5 \). In addition, it was required that there were between four and ten jets, each with \( p_T > 20 \text{ GeV} \) and \( |\eta| < 3.2 \). At least one of the jets was required to be tagged as a \( b \)-jet. After these cuts, the background to \( t\bar{t} \) resonant production was dominated by continuum \( t\bar{t} \) production.

The momentum of the neutrino was reconstructed, as described previously, by setting \( m_\nu = 0 \), assigning \( E_T(\nu) = E_T^{\text{miss}} \), and calculating \( p_T(\nu) \) (with a quadratic ambiguity) by applying the constraint that \( m_\nu = m_W \). The hadronic \( W \rightarrow jj \) decay was reconstructed by selecting pairs of jets from among those not tagged as \( b \)-jets. In cases where there were at least two \( b \)-tagged jets, then candidates for \( t \rightarrow Wb \) were formed by combining the \( W \rightarrow l\nu \) and \( W \rightarrow jj \) candidates with each of them. In events with only a single \( b \)-tagged jet, this was assigned as one of the \( b \)-quarks and each of the still unassigned jets then was considered as a candidate for the other \( b \)-quark.

Among the many different possible jet-parton assignments, the combination was chosen that minimised the following \( \chi^2 \):

\[
\chi^2 = \frac{(m_{jjb} - m_t)^2}{\sigma^2(m_{jjb})} + \frac{(m_{l\nu b} - m_t)^2}{\sigma^2(m_{l\nu b})} + \frac{(m_{jj} - m_W)^2}{\sigma^2(m_{jj})}
\]

Events were rejected if either \( m_{l\nu b} \) or \( m_{jjb} \) disagreed with the known value of \( m_t \) by more than 30 GeV.

For events passing the reconstruction procedure, the measured energies were rescaled, according to their resolution, to give the correct values of \( m_W \) and \( m_t \) for the appropriate combinations. This procedure improved the resolution of the mass reconstruction of the \( t\bar{t} \) pair to \( \sigma[m_{t\bar{t}}]/m_{t\bar{t}} = 6.6\% \). As an example, Figure 18-23 shows the reconstructed \( m_{t\bar{t}} \) distribution for a narrow resonance of mass 1600 GeV. The width of the Gaussian core is well described by the resolution function described above. The size of the tails, which are dominated by incorrect jet-parton assignments, is such that approximately 65\% of the events are contained within \( \pm 2\sigma \) of the peak.

The reconstruction efficiency, not including branching ratios, for \( t\bar{t} \rightarrow WWb\bar{b} \rightarrow (l\nu)(jj)b\bar{b} \) was about 20\% for a resonance of mass 400 GeV, decreasing gradually to about 15\% for \( m_{t\bar{t}} = 2 \text{ TeV} \).
For a narrow resonance $X$ decaying to $t\bar{t}$, Figure 18-24 shows the required $\sigma \times \text{BR}(X \rightarrow t\bar{t})$ for discovery of the resonance. The criterion used to define the discovery potential was observation within a $\pm 2\sigma$ mass window of a signal above the $t\bar{t}$ continuum background, where the required signal must have a statistical significance of at least $5\sigma$ and must contain at least ten events. Results are shown versus $m_X$ for integrated luminosities of 30 fb$^{-1}$ and 300 fb$^{-1}$. For example, with 30 fb$^{-1}$, a 500 GeV resonance could be discovered provided its $\sigma \times \text{BR}$ is at least 2,560 fb. This value decreases to 830 fb for $m_X = 1$ TeV, and to 160 fb for $m_X = 2$ TeV. The corresponding values for an integrated luminosity of 300 fb$^{-1}$ are 835 fb, 265 fb, and 50 fb for resonances masses $m_X = 500$ GeV, 1 TeV, and 2 TeV.

Once predictions from models exist for the mass, natural width, and $\sigma \times \text{BR}$ for a specific resonance, the results in Figure 18-24 can be used to determine the sensitivity and discovery potential for those models. As discussed above, extra care must be taken in the case of spin zero resonances, due to possible interference effects. While such effects are small for the case of a narrow resonance, they can be significant once the finite widths of heavy resonances are taken into account.

18.1.4.3 $t\bar{t}$ spin correlations

The SM prediction of the top quark width, given the large value of $m_t$, is $\Gamma_t \sim 1.5$ GeV. Thus, the top quark lifetime is very short in comparison with the hadronisation time ($1/\Lambda_{\text{QCD}}$), and the top quark decays as a “bare quark” before hadronising. In addition, the top quark decays before the strong interaction has time to depolarise its spin. As a consequence, the spin orientation of the top quark should be preserved in its decay. The weak decay of the top quark implies the daughters in the decay chain can be used to analyze its spin orientation.

To lowest order, top quarks produced via the strong processes $gg/qq \rightarrow t\bar{t}$ are unpolarised, and the transverse polarisation effects due to loop diagrams are predicted to be very small. However, the spins of the $t$ and $\bar{t}$ are correlated. At the LHC, the top and anti-top quarks tend to be produced with the same helicity, thus favouring the production of ‘Left-Left’ (LL) or ‘Right-Right’ (RR) $t\bar{t}$ pairs. For example, for $m_{t\bar{t}} < 500$ GeV, about 80% $t\bar{t}$ pairs are predicted [18-26] to be pro-
duced with either LL or RR helicities. This fraction falls slowly to a little under 70% for $m_{t}\leq 1000$ GeV. A measurement of this spin correlation would check whether the top quark does indeed decay before the strong interaction has time to depolarise its spin, and thereby would allow a lower limit to be set on $\Gamma_{t}$. Furthermore, new physics, such as large CP violation in the top system, could alter the spin correlations predicted by the SM. Such effects could result, for example, from additional phases in the EWSB sector which, due to the large value of $m_{t}$, could produce large effects in top physics while still satisfying bounds from data on the lighter quarks (see, for example, [18-27]).

The angular distribution of the $i$th decay product with respect to the top spin vector is given, in the top quark rest frame, by the expression:

$$\frac{1}{N} \frac{dN}{d\cos\theta_{i}} = \frac{1}{2}(1 + \alpha_{i}\cos\theta_{i})$$

The coefficients $\alpha_{i}$ are characteristic for each particle produced in the decay ($\alpha = 1$ for charged leptons, $d$ and $s$ quarks; $\alpha = -0.33$ for neutrinos, $u$ and $c$ quarks; $\alpha = -0.41$ for the $b$-quark). From these values, it is apparent that the charged lepton, in addition to being the simplest to tag experimentally, also provides the most undiluted measure of the top spin direction. Therefore, the analysis presented here will consider only the correlations between the pair of charged leptons produced in 'dilepton' $t\bar{t}$ events where both $W$ bosons decay via $W \rightarrow l\nu$.

For dilepton $t\bar{t}$ events, the angular distribution of the two charged leptons is described by:

$$\frac{1}{N} \frac{d^{2}N}{d(\cos\theta_{l1})d(\cos\theta_{l2})} = \frac{1}{4}(1 - \kappa \cos\theta_{l1} \cos\theta_{l2})$$

with $\kappa = A\alpha_{l1}\alpha_{l2}$, where $A = (2P-1)$ and $P$ is the fraction of the events where the top and anti-top quarks are produced with the same helicity. As discussed above, $\alpha_{l1} = 1$ and $\alpha_{l2} = -1$.

For this analysis [18-28], Monte Carlo events have been generated with the default version of PYTHIA, which does not incorporate spin correlations, and also with a modified version where the matrix element for top decay takes into account the top polarisation:

$$|M|^{2} = \frac{m_{t}^{2}E_{l}(m_{t} - 2E_{l})}{(q^{2} - m_{W}^{2})^{2} + 1^{2}m_{W}^{2}}(1 + h_{l}\cos\theta_{l})$$

where $E_{l}$ and $\theta_{l}$ are the energy and the angle with respect to the top spin direction of the lepton, as measured in the top rest frame, and $q$ is the lepton-neutrino 4-momentum. Predictions from the standard non-correlated PYTHIA matrix elements (NC) would correspond in this approach to the choice $(h_{t},h_{\bar{t}}) = (0,0)$. The SM prediction would correspond to $(h_{t},h_{\bar{t}}) = (+1,-1)$. CP violation in top production and decay could give rise to different values for $(h_{t},h_{\bar{t}})$. To investigate the effects of CP violation, the sets of values $(h_{t},h_{\bar{t}}) = (0.2,-0.8)$ (referred to hereafter as ‘CP28’) and $(h_{t},h_{\bar{t}}) = (0.9,-0.6)$ (dubbed ‘CP96’) were considered.

Physical observables, such as the opening angle between the two isolated leptons ($\cos\theta_{ll}$) and the azimuthal angle difference ($\phi_{ll}$), are sensitive to $h_{t}$ and were therefore chosen as good experimental probes of the $t\bar{t}$ spin correlations. As mentioned previously, the predicted spin correlations are a function of $m_{t\bar{t}}$. For dilepton events, $m_{t\bar{t}}$ cannot be directly measured due to the
missing neutrinos. However, a variety of possible kinematic variables, such as the dilepton invariant mass, are loosely correlated with \( m_{t\ell} \) and can be used as a crude estimator of \( m_{t\ell} \) to enhance the expected spin correlations.

Dilepton events were selected with the criteria described in Section 18.1.3.6. Two high \( p_T \) (larger than 35 and 25 GeV respectively) isolated, opposite-sign leptons with \( |\eta| < 2.5 \) and with \( |m_{ll} - m_Z| > 10 \) GeV were required, together with \( E_T^{\text{miss}} > 40 \) GeV and two jets with \( p_T > 15 \) GeV. In order to preserve statistics, \( b \)-tagging was not required. For each model, these criteria selected about one million dilepton events for an integrated luminosity of 100 fb\(^{-1}\), with \( S/B = 7.8 \).

Figure 18-25(a) shows the measured \( \cos \theta_{ll} \) distribution in the case of the various parameter sets. The bin-by-bin fractional differences between the measured distributions for the SM and those for the other models considered are shown in Figure 18-25(b) for the case of no correlations (NC), in Figure 18-25(c) for CP28, and in Figure 18-25(d) for CP96. The same distributions for the azimuthal angle difference \( \phi_{ll} \) are shown in Figure 18-26. The solid line shows the case where all events are considered, while the dashed (dotted) lines shows the result for those events with \( m_{ll} < m_Z \) (\( m_{ll} > m_Z \)).

For both angles, differences at the level of a few percent are observable between the distributions measured for the different models. The differences for the CP96 model are somewhat less pronounced than for CP28, as expected given the smaller deviation of the spin parameters from the SM values. Further study is required to more fully explore the sensitivity to CP violation.

### 18.1.5 Top quark decays and couplings

Within the context of the Standard Model, the top quark decays as a ‘bare quark’ via a pure V-A interaction. The decay \( t \to W^+b \) is dominant according to the SM, with a branching ratio of approximately 99.9%. Expectations for the CKM-suppressed decays are approximately 0.1% and 0.01% for \( t \to W^s \) and \( t \to W^d \), respectively. However, the large top mass implies that the top quark would tend to couple strongly to other massive particles. Therefore, determining whether the top quark has the couplings and decays predicted by the SM provides a sensitive probe of physics beyond the SM.

#### 18.1.5.1 BR(\( t \to bX \)) and measurement of \( V_{tb} \)

The SM prediction that \( \text{BR}(t \to W^+b) = 1 \) can be checked by comparing the number of \( tt \) events with a double \( b \)-tag to those with a single \( b \)-tag. In this manner, the first \( b \)-tag is used to identify the event as a \( tt \) event, and the presence of a second \( b \)-tag is then used to determine the fraction of top quark decays involving a \( b \)-quark, and hence a measurement of \( \text{BR}(t \to bX) \). Within the three-generation SM,

\[
R_{2b/1b} = \text{BR}(t \to Wb)/\text{BR}(t \to Wq) = |V_{tb}|^2/(|V_{tb}|^2 + |V_{ts}|^2 + |V_{td}|^2) = |V_{tb}|^2.
\]

Therefore, within the context of the SM, with unitarity of the three-generation CKM matrix, \( R_{2b/1b} \) provides a measure of \( |V_{tb}| \). Applying the unitarity constraint, the value of \( |V_{tb}| \) is already very precisely known; the Particle Data Group [18-29] lists the allowed range of values from 0.9991 to 0.9994. However, new physics, such as the existence of a fourth generation of quarks, would imply the three-generation CKM matrix is not unitary, and could increase the relative branching ratios of \( t \to W^s(d) \) compared to \( t \to W^+b \).
CDF has measured the ratio of double $b$-tags to single $b$-tag in leptonic $t\bar{t}$ events, and determined a value of $R_{2b/1b} = 0.99 \pm 0.29$ [18-30], consistent with the SM expectation within the large (predominantly statistical) error. Within the SM, this measurement implies $|V_{tb}| > 0.76$ (95% C.L.). Without the SM three-generation unitarity constraint, the measurement implies only that $|V_{tb}|$ is much larger than either $|V_{ts}|$ or $|V_{td}|$.

The very large samples of $t\bar{t}$ events which will be accumulated at the LHC will allow a statistically sensitive measurement of $R_{2b/1b}$. For example, as discussed earlier, $t\bar{t}$ events in the single lepton plus jets mode can be selected by requiring an isolated electron or muon with $p_T > 20$ GeV, $E_T^{\text{miss}} > 20$ GeV, and at least four jets with $p_T > 20$ GeV. Requiring that at least one of the jets be tagged as a $b$-jet produces a clean sample of $t\bar{t}$ events, with $S/B = 18.6$, with the re-
remaining background coming mostly from $W$+jet events. Assuming a $b$-tagging efficiency of 60%, a sample of 820 000 single $b$-tagged events would be selected for an integrated luminosity of 10 $fb^{-1}$. Of these, 276 000 would be expected to have a second $b$-tag, assuming the SM top quark branching ratios. Given these numbers, the statistical precision achievable would correspond to a relative error of $\delta R_{2b/1b}/R_{2b/1b}^{(\text{stat})} = 0.2\%$ for an integrated luminosity of 10 $fb^{-1}$.

The final uncertainty will be dominated by systematics errors due to the uncertainty in the $b$-tagging efficiency and fake $b$-tag rates, as well as correlations affecting the efficiency for $b$-tagging two different jets in the same event. Further study is needed to estimate the size of these systematic uncertainties.

Figure 18-26 (a) Distribution of $\phi_{ij}$ as measured for the various parameter sets, normalised to 100 $fb^{-1}$. Also, fractional differences between the SM distribution and that measured with (b) no spin correlations (NC), (c) the CP28 parameter set, and (d) the CP96 parameter set. In each plot, the solid line shows the distribution for all events, and the dashed (dotted) line shows the results for events with $m_{ll} < m_Z$ ($m_{ll} > m_Z$). For more details, see the text.
18.1.5.2 BR(t → WX)

The measurement of the ratio ($R_{ll/l}$) of dilepton to single lepton $t\bar{t}$ events can be used to determine $BR(t \rightarrow WX)$. In this case, the first lepton tags the $t\bar{t}$ event, and the presence of a second lepton is used to determine the fraction of top quark decays producing an isolated lepton, which can be then be related to the presence of a $W$ (or other leptonically decaying state) in the decay. The SM, for which $BR(t \rightarrow WX) = 100\%$, predicts $R_{ll/l} = BR(W \rightarrow l\nu) \approx 2/9$. Deviations from this prediction could be caused by new physics. For example, the existence of a charged Higgs boson could lead to a large branching ratio for the decay $t \rightarrow H^+ b$ if kinematically permitted. The dominant $H^+$ decays, in such instances, are usually considered to be $H^+ \rightarrow \tau \nu$ or $H^+ \rightarrow c\bar{s}$. In either of these cases, the number of isolated electrons and muons produced in top decay would be reduced, and so $R_{ll/l}$ would be less than the SM prediction. The existence of such a charged Higgs boson could also be probed by explicitly searching for an excess of $\tau$ production (see Section 18.1.5.4). However, it is possible the first sign of new physics could come from the more ‘inclusive’ measurement of $R_{ll/l}$.

As discussed above, with an integrated luminosity of 10 fb$^{-1}$, a clean sample of about 443 000 $t\bar{t}$ events in the single lepton plus jets mode could be selected by requiring an isolated electron or muon with $p_T > 20$ GeV, $E_T^{miss} > 20$ GeV, and at least two $b$-tagged jets with $p_T > 20$ GeV. To determine $R_{ll/l}$, one then measures how many of these events have a second isolated electron or muon, again with $p_T > 20$ GeV, and of the opposite sign of the first lepton. For an integrated luminosity of 10 fb$^{-1}$, and assuming the SM, one would expect a selected sample of about 46 000 dilepton events with these cuts. Given these numbers, the statistical precision achievable would correspond to a relative error of $\delta R_{ll/l}/R_{ll/l} (\text{stat.}) \approx 0.5\%$ for an integrated luminosity of 10 fb$^{-1}$. Further study is required to estimate the systematic uncertainties in $R_{ll/l}$ due to the lepton identification and fake rates.

18.1.5.3 Top quark Yukawa coupling

In the SM, the mass of the top quark is due to its Yukawa coupling ($y_t$) to the Higgs boson. The values of the Yukawa couplings of the fundamental fermions are free parameters of the Standard Model. The measured value of $m_t$ implies a value of the top quark Yukawa coupling of approximately unity. Alternative theories, such as Topcolor [18-23], explain the large top mass as arising, at least in part, from some new strong dynamics. Clearly, measuring independently the value of the Yukawa coupling would provide important information on the mechanism of fermion mass generation.

The value of the top quark Yukawa coupling can be accessed experimentally by searching for $t\bar{t}H$ production. One of the lowest order Feynman diagrams for this process of Higgs production in association with $t\bar{t}$ is shown in Figure 18-27. The top Yukawa coupling appears at the top-Higgs vertex. The reconstruction of this process is discussed in detail in Section 19.2.4.3 as part of the search strategy for both SM and MSSM Higgs bosons. Here the final results of the analysis are used to determine the precision implied for the determination of the top quark Yukawa coupling.
The $t\bar{t}H$ analysis required one of the top quarks to decay via $t \rightarrow l\nu b$ and the other via $t \rightarrow jjb$. Since $t\bar{t}H$ production has a significant cross-section only for relatively light Higgs masses, the Higgs boson is detected through its decay $H \rightarrow bb$, the dominant decay channel for the $m_H$ range of interest. Thus, the final state contains an isolated lepton, missing $p_T$, two light quark jets, and a total of four $b$-jets. The resulting large combinatorial background was dealt with by first reconstructing both top quark decays. The combination which simultaneously best satisfied both the $t$ and $\bar{t}$ mass constraints was used to assign jets to the top decays. A search was then made for a $H \rightarrow bb$ signal using only the remaining unassigned $b$-jets.

The expected numbers of signal and background events are summarised in Table 18-5 for SM Higgs masses of 80, 100, and 120 GeV, and for integrated luminosity of 30 fb$^{-1}$. The background events are mostly from $t\bar{t}$ production with additional jets. Results are given in Table 18-6 for 100 fb$^{-1}$.

The implied statistical uncertainty in the determination of $y_t$ is given in the last row in each table. For example, for $m_H = 100$ GeV, $y_t$ could be measured with a relative statistical error of 11.9% for 30 fb$^{-1}$, improving to 9.2% for an integrated luminosity of 100 fb$^{-1}$. Many of the systematic errors, such as those associated with uncertainties in the integrated luminosity and in the $t\bar{t}$ reconstruction efficiency, could be controlled by comparing the $t\bar{t}H$ rate with the $t\bar{t}$ rate.

### Table 18-5

<table>
<thead>
<tr>
<th>Process</th>
<th>$80$ GeV</th>
<th>$100$ GeV</th>
<th>$120$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}H$ Signal</td>
<td>81</td>
<td>61</td>
<td>40</td>
</tr>
<tr>
<td>Total Backgnd</td>
<td>145</td>
<td>150</td>
<td>127</td>
</tr>
<tr>
<td>$\delta y_t/y_t$ (stat.)</td>
<td>9.3%</td>
<td>11.9%</td>
<td>16.2%</td>
</tr>
</tbody>
</table>

### Table 18-6

The same as Table 18-5, but for an integrated luminosity of 100 fb$^{-1}$.

<table>
<thead>
<tr>
<th>Process</th>
<th>$80$ GeV</th>
<th>$100$ GeV</th>
<th>$120$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}H$ Signal</td>
<td>140</td>
<td>107</td>
<td>62</td>
</tr>
<tr>
<td>Total Backgnd</td>
<td>295</td>
<td>278</td>
<td>257</td>
</tr>
<tr>
<td>$\delta y_t/y_t$ (stat.)</td>
<td>7.4%</td>
<td>9.2%</td>
<td>14.4%</td>
</tr>
</tbody>
</table>

### 18.1.5.4 Top quark rare decays

With its large mass, the top quark will couple strongly to the sector of EWSB. Many models of physics beyond the SM include a more complicated EWSB sector, with implications for top quark decays. Examples include the possible existence of charged Higgs bosons, or possibly large flavor changing neutral currents (FCNC) in top decays. The sensitivity to some of these scenarios is discussed below.

$t \rightarrow H^+ b$

If a sufficiently light charged Higgs boson exists, the decay $t \rightarrow H^+ b$ could compete with the SM decay mode $t \rightarrow W^+ b$. As discussed in Section 18.1.5.2, such a possibility could be seen by looking ‘inclusively’ at the ratio of dilepton to single lepton $t\bar{t}$ events. However, one could also look directly for evidence of this decay, for example by searching for a violation of lepton universality, whereby one finds an excess of $\tau$ production in $t\bar{t}$ events due to the decay $t \rightarrow H^+ b$, followed by $H^+ \rightarrow \tau\nu$. The details of such an analysis for $t \rightarrow H^+ b$ are presented in Section 19.3.2.11 in the context of exploring the Higgs sector of MSSM. As discussed in detail there, the limit on the sensitivity
to BR\( (t \rightarrow H^+b) \) is dominated by systematic uncertainties, arising mainly from imperfect knowledge of the \( \tau \)-lepton efficiency and of the number of fake \( \tau \)-leptons present in the final sample. These uncertainties are estimated to limit the achievable sensitivity to BR\( (t \rightarrow H^+b) = 3\% \).

**Flavor Changing Neutral Currents (FCNC)**

Within the SM, FCNC decays of the top quark are highly suppressed, and so any observation of FCNC top decays at the LHC would be an indication of new physics. For example, Table 18-7 summarizes branching ratios for FCNC top quark decays as predicted in the SM \[18-31\] and in the MSSM \[18-32\].

While the MSSM does enhance the branching ratios, they would still be too small to be observable. However, other extensions of the SM, including models with new dynamical interactions of the top quark, with multiple Higgs doublets, and with new exotic fermions, can lead to very significant enhancements of FCNC top decays \[18-33\]. Typically, the models include anomalous couplings with a coupling strength to quarks proportional to \( \kappa/g^2/\Lambda^2 \). These models can then accommodate large effects in top quark decays, while still satisfying the existing stringent limits on FCNC decays of the light quarks. Some of these models allow branching ratios for FCNC top decays of \( 10^{-3} - 10^{-2} \), or even higher. The existing limits from CDF \[18-34\] are \( BR(t \rightarrow Zq) < 33\% \) and \( BR(t \rightarrow \gamma q) < 3.3\% \), each at 95% CL, limited by the statistics of Run I at the Tevatron. The FCNC couplings can be parametrised in terms of the strength of the anomalous coupling \( \kappa \) and a scale \( \Lambda \) which characterizes the cut-off scale of new physics. For example, with this formulation, the partial width for the FCNC decay \( t \rightarrow gq \) can be written as \( \Gamma(t \rightarrow gq) = 4/3 \alpha_s m_t^3 (\kappa g^2/\Lambda^2) \), and similar expressions can be written for \( \Gamma(t \rightarrow \gamma q) \) and \( \Gamma(t \rightarrow Zq) \) (see \[18-33\] for more details).

**\( t \rightarrow Zq \) decay**

The sensitivity to the FCNC decay \( t \rightarrow Zq \) (with \( q = u, c \)) has been analysed \[18-35\] by searching for a signal in the channel \( \ell \ell \rightarrow (Wb)(Zq) \), with the boson being reconstructed via the leptonic decay \( Z \rightarrow ll \). The selection cuts required a pair of isolated, opposite sign, same flavor leptons (electrons or muons), each with \( p_T > 20 \text{ GeV} \) and \( |\eta| < 2.5 \) and with \( |m_{ll} - m_Z| < 6 \text{ GeV} \).

Due to the clean \( Z \rightarrow ll \) signature, the dominant backgrounds are due to large cross-section processes with Z bosons in the final state, namely Z+jet and WZ production. These backgrounds, along with the signal process, were generated via PYTHIA 5.7 and simulated using ATLFAST. Cuts on the \( Zq \) final state are not sufficient to effectively reduce the large Z+jet background. Therefore, the analysis relied also on cuts based on the \( Wb \) decay of the other top quark in the event. Two different possible decay chains have been considered: the first (‘leptonic mode’) where the \( W \) decays leptonically \( W \rightarrow l\nu \), and the second (‘hadronic mode’) with \( W \rightarrow jj \). The hadronic \( W \) decay signature has a much larger branching fraction, but suffers from larger backgrounds.

The search in the leptonic mode required, in addition to the leptons from the \( Z \) boson decay, an additional lepton with \( p_T > 20 \text{ GeV} \) and \( |\eta| < 2.5 \), \( E_T^{\text{miss}} > 30 \text{ GeV} \), and at least two jets with \( p_T > 50 \text{ GeV} \) and \( |\eta| < 2.5 \). In addition, exactly one of the high \( p_T \) jets was required to be tagged as a b-jet.
After these cuts, the invariant mass spectrum of each $Zq$ combination was formed from the $Z \rightarrow ll$ candidates taken with each of the non $b$-tagged jets. The $Z$ invariant mass resolution was 10.1 GeV. Combinations were accepted if $m_{Zq}$ agreed with the known top mass within $\pm 24$ GeV. The signal efficiency, not including the branching ratios for $Z \rightarrow ll$ and $W \rightarrow l\nu$, is summarised in Table 18-9 as a function of the various cuts. Also shown are the number of accepted background events, assuming an integrated luminosity of 100 fb$^{-1}$. In this channel, a value of BR($t \rightarrow Zq$) as low as 1.1x10$^{-4}$ could be discovered at the 5$\sigma$ level with an integrated luminosity of 100 fb$^{-1}$.

The search in the hadronic mode required, in addition to the $Z \rightarrow ll$ candidate, at least four jets with $p_T > 50$ GeV and $|\eta| < 2.5$. One of the jets was required to be tagged as a $b$-jet. To further reduce the background, the decay $t \rightarrow jjb$ was first reconstructed. A pair of jets, from among those not tagged as a $b$-jet, was considered a $W$ candidate if $|m_{jj} - m_W| < 16$ GeV. $W$ candidates were then combined with the $b$-jet, and considered as a top candidate if $|m_{jjb} - m_t| < 8$ GeV. For those events with an accepted $t \rightarrow jjb$ candidate, the invariant mass of the $Z$ candidate with the remaining unassigned high $p_T$ jets was calculated to look for a signal from $t \rightarrow Zq$ decays. Combinations were accepted if $m_{Zq}$ agreed with the known top mass within $\pm 24$ GeV.

The signal efficiency, not including the branching ratios for $Z \rightarrow ll$ and $W \rightarrow jj$, is summarised in Table 18-8 as a function of the various cuts. Also shown are the number of accepted background events, assuming an integrated luminosity of 100 fb$^{-1}$. The results in Table 18-8 demonstrate that, in this channel a BR as low as 2.3x10$^{-4}$ could be discovered at the 5$\sigma$ level.

Combining the results from the leptonic and hadronic modes, a branching ratio for $t \rightarrow Zq$ as low as 10$^{-4}$ could be discovered at the 5$\sigma$ level with an integrated luminosity of 100 fb$^{-1}$.

$t \rightarrow \gamma q$ decay

The sensitivity to the FCNC decay $t \rightarrow \gamma q$ (with $q = u, c$) was analysed [18-36] by searching for a peak above background in the $m_\gamma$ spectrum in the region of $m_t$. The requirement of a high $p_T$ isolated photon candidate in $t\bar{t} \rightarrow (Wb)(Zq)$ events is not sufficient to reduce the QCD multi-jet background to a manageable level. Therefore, BR($t \rightarrow \gamma q$) as low as 1.1x10$^{-4}$ could be discovered at the 5$\sigma$ level.
the $t \to Wb$ decay of the other top (anti-) quark in the event was reconstructed using the leptonic $W \to l\nu$ decay mode of the $W$ boson decay. The final state sought was therefore $t\bar{t} \to (Wb)(\gamma q) \to (l\nu b)(\gamma q)$.

The event selection criteria required the presence of an isolated photon with $p_T > 40$ GeV and $|\eta| < 2.5$, an isolated electron or muon with $p_T > 20$ GeV and $|\eta| < 2.5$, and $E_{T\text{miss}} > 20$ GeV. Exactly 2 jets with $p_T > 20$ GeV were required, in order to reduce $t\bar{t}$ background. At least one of the jets was required to be tagged as a $b$-jet, and to satisfy $p_T > 30$ GeV and $|\eta| < 2.5$.

The $t \to l\nu b$ candidate was first reconstructed. For the two possible solutions of the neutrino momentum (determined as described previously), the resultant $W$ boson was combined with the $b$-tagged jet, and the combination accepted as a top quark candidate if $m_{l\nu b}$ agreed with $m_t$ within ±20 GeV. For events with an accepted $t \to l\nu b$ candidate, the $t \to \gamma q$ decay was sought by combining the isolated photon with an additional hard jet with $p_T > 40$ GeV and $|\eta| < 2.5$.

The invariant mass of the $\gamma j$ system was required to agree with the known value of $m_t$ within ±20 GeV. The $m_{\gamma j}$ resolution with the cuts described above was 7.7 GeV (see Figure 18-28), and the signal efficiency (not counting branching ratios) was 3.3%, including a $b$-tagging efficiency of 60%.

The background is dominated by events with a real $W \to l\nu$ decay and either a real or fake photon. These processes include $t\bar{t}$ and single top production as well as $W$+jets and $Wb\bar{b}$ production. The $t\bar{t}$ background was simulated with PYTHIA, while the other backgrounds were simulated as described in the discussion of the analysis of single top production presented in Section 18.1.6. After cuts, the background with real photons (normalised to an integrated luminosity of 100 fb$^{-1}$), consisted of 50 $t\bar{t}$ events, and negligible contributions from the other processes. Assuming a somewhat conservative jet rejection of about 2 900 for photons with $p_T > 40$ GeV (see Section 7.6), larger backgrounds resulted with fake photons, namely 90 $t\bar{t}$ events, 10 events from single top production, and about 5 events from $W$+jets including $Wb\bar{b}$. The total background was therefore 155 events, dominated by $t\bar{t}$ events. The corresponding 5$\sigma$ discovery limit for an integrated luminosity of 100 fb$^{-1}$ is BR($t \to \gamma q$) = 1.0×10$^{-4}$.

$t \to gq$ decay

A search for a FCNC $t$-gluon-$q$ coupling (with $q = u, c$) through the decay $t \to gq$ would be overwhelmed by background from QCD multi-jet events. It has, however, been pointed out [18-37] that evidence for such a coupling can be sought through the production of like-sign top pairs, $pp \to t\bar{t}X$ [pp $\to \bar{t}tX]$ (see Figure 18-29).
An experimentally clean signature of $t\bar{t}$ ($\bar{t}t$) production would be the production of like-sign high $p_T$ leptons, arising from events where the $W$ bosons from both (anti-)top quarks decay leptonically. Such events would be expected to have, in addition to the like-sign lepton pair, two hard $b$-jets. The main sources of background are $q\bar{q} \rightarrow WqWq$ and $q\bar{q} \rightarrow t\bar{t}W$. The expected cross-section for each process producing $W^+$ pairs is about 0.5 pb, with that for $W^-$ pairs about 0.25 pb.

The initial selection required two like-sign isolated leptons with $p_T > 15$ GeV and $|\eta| < 2.5$. In addition, two jets with $p_T > 20$ GeV and $|\eta| < 2.5$ were required. Signal events should contain exactly two hard jets (due to the $b$-quarks), while the background events tend to contain additional jets. Thus, it was required that there exist no more than two jets with $p_T > 20$ GeV. These two leading jets were then required to have $p_T > 40$ GeV, and to have at least one tagged as a $b$-jet. In at least one of the two possible sets of lepton plus jet combinations, it was required that each of the lepton plus jet pairs have an invariant mass $m_{lj}$ below 160 GeV, in order that they be kinematically consistent with originating from a top quark decay. Finally, it was required that the invariant mass of the $lljj$ system be greater than 500 GeV.

The effectiveness of the cuts in enhancing the signal relative to the background processes is summarised in Table 18-10. From initial samples of 10 000 events for each of the processes, 853 signal events survived all cuts, while only 15 $Wt\bar{t}$ and 12 $WqWq$ background events were retained. Scaling the backgrounds to their SM production cross-sections, a total of 10.8 events (including all combinations of muons and electrons), would be expected for an integrated luminosity of 100 fb$^{-1}$, and, in the case of the signal, for an anomalous coupling equal to unity.

### Table 18-10 Number of accepted same sign dilepton events for the same-sign top production signal and the $Wt\bar{t}$ and $WqWq$ backgrounds (out of an initial sample before cuts of 10 000 events in each case). The last line gives the equivalent number of accepted events assuming an integrated luminosity of 100 fb$^{-1}$ and, in the case of the signal, for an anomalous coupling equal to unity.

<table>
<thead>
<tr>
<th>Description of Cut</th>
<th>$tt (\bar{t}\bar{t})$ Signal</th>
<th>$Wt\bar{t}$ bkgnd</th>
<th>$WqWq$ bkgnd</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial selection</td>
<td>3452</td>
<td>5354</td>
<td>5462</td>
</tr>
<tr>
<td>Exactly 2 jets</td>
<td>2095</td>
<td>712</td>
<td>3269</td>
</tr>
<tr>
<td>$p_T(j) &gt; 40$ GeV</td>
<td>1221</td>
<td>316</td>
<td>118</td>
</tr>
<tr>
<td>$m_{lj} &lt; 160$ GeV</td>
<td>1177</td>
<td>190</td>
<td>46</td>
</tr>
<tr>
<td>$m_{lljj} &gt; 500$ GeV</td>
<td>853</td>
<td>15</td>
<td>12</td>
</tr>
<tr>
<td>Events/100 fb$^{-1}$</td>
<td>22860</td>
<td>6.0</td>
<td>4.8</td>
</tr>
</tbody>
</table>

The ‘radiative’ top decay $t \rightarrow WbZ$ has been suggested [18-39] as a sensitive probe of the top quark mass, since the measured value of $m_t$ is close to the threshold for this decay. For the top mass of $(173 \pm 5.2)$ GeV quoted by the 1998 Particle Data Group [18-29], the SM prediction is $\text{BR}(t \rightarrow WbZ) = (5.4_{-2.0}^{+1.7}) \times 10^{-7}$ [18-39]. Thus, within the current uncertainty $\delta m_t = 5$ GeV, the predicted branching ratio varies by approximately a factor of three. A measurement of $\text{BR}(t \rightarrow WbZ)$ could, therefore, provide a strong constraint on the value of $m_t$. Similar arguments have been made for the decay $t \rightarrow WbH$, assuming a relatively light SM Higgs boson (i.e. for $m_H = m_Z$).
Sensitivity to the decay $t \rightarrow WbZ$ has been studied [18-36] using PYTHIA 6.1 and ATLFAST to simulate $t\bar{t} \rightarrow (WbZ)(Wb)$, with $Z \rightarrow ll$ and $W \rightarrow jj$. The efficiency for exclusively reconstructing $t \rightarrow WbZ$ is very low, due to the soft $p_T$ spectrum of the $b$-jet in the $t \rightarrow WbZ$ decay. Instead, a ‘semi-inclusive’ technique was used, where a $WZ$ pair close to threshold was searched for as evidence of the $t \rightarrow WbZ$ decay. Since the $t \rightarrow WbZ$ decay is so close to threshold, the resolution on $m_{WZ}$ is not significantly degraded with respect to the exclusive measurement. The selection of $Z \rightarrow ll$ candidates required an opposite-sign, same-flavour lepton pair, each lepton having $p_T > 30$ GeV and $|\eta| < 2.5$. Since the $Z \rightarrow ll$ signal is so clean, a wide dilepton mass window was taken ($60$ GeV $< m_{ll} < 100$ GeV) in order to have very high efficiency. Candidates for $W \rightarrow jj$ decay were formed by requiring at least two jets, each having $p_T > 30$ GeV and $|\eta| < 2.5$, and satisfying $70$ GeV $< m_{jj} < 90$ GeV. The $lljj$ invariant mass resolution was $\sigma[m_{WZ}] = 7.2 \pm 0.4$ GeV, and the signal efficiency was $4.3\%$.

The clean $Z \rightarrow ll$ signature means that the dominant backgrounds come from processes with a $Z$ boson in the final state, primarily $Z$+jet production, and to a much lesser extent from $WZ$ and $t\bar{t}$ production. In order to reduce the $Z$+jet background, an additional cut requiring a third lepton with $p_T > 30$ GeV was made. For the signal process $t\bar{t} \rightarrow (WbZ)(Wb)$, this cut selects events in which the $W$ from the other top decays leptonically. The $W$ leptonic branching ratio results in a corresponding drop in signal acceptance by a factor of about $2/9$, but very effectively reduces the $Z$+jet background.

After the selection, and with a cut on $m_{WZ}$ of $\pm 10$ GeV around the top mass, the total expected background was reduced to $\approx 1.5$ events (mostly from $WZ$ production) per $10$ fb$^{-1}$. Requiring at least five events for signal observation leads to a branching ratio sensitivity of order $10^{-3}$. Since the background has been reduced essentially to zero, the sensitivity should improve approximately linearly with integrated luminosity. However, even with a factor of ten improvement for an integrated luminosity of $100$ fb$^{-1}$, the sensitivity would still lie far above the SM expectation of order $10^{-7}$-$10^{-6}$.

Given this result, observation of the decay $t \rightarrow WbH$ does not look possible. The current LEP limit on $m_H$ implies that the Higgs is sufficiently heavy that, in the most optimistic scenario that the Higgs mass is just above the current limit, $BR(t \rightarrow WbH) = BR(t \rightarrow WbZ)$. As $m_H$ increases further, $BR(t \rightarrow WbH)$ drops quickly. Assuming $m_H = m_Z$, one would have to search for $t \rightarrow WbH$ using the dominant decay $H \rightarrow b\bar{b}$. The final state suffers much more from background than in the case of $t \rightarrow WbZ$, where the clean $Z \rightarrow ll$ signature is a key element in suppressing background. Although $BR(H \rightarrow b\bar{b})$ in this $m_H$ range is much larger than $BR(Z \rightarrow ll)$, the large increase in background will more than compensate for the increased signal acceptance, and so one expects the sensitivity to $BR(t \rightarrow WbH)$ to be worse than for $BR(t \rightarrow WbZ)$. Therefore, the decay $t \rightarrow WbH$ has not been studied in further detail.

### 18.1.6 Electroweak single top quark production

As discussed above, the strong production of $t\bar{t}$ pairs yields large top quark samples, allowing detailed studies of many properties of top quark production and decay. However, the precise determination of the properties of the $W$-$t$-$b$ vertex, and the associated coupling strengths, will more likely be obtained from measurements of the electroweak production of single top quarks. Single top quarks can be produced via three different reactions. These reactions are shown in Figure 18-30 from left to right in order of decreasing cross-sections.
The first two graphs in Figure 18-30, usually referred to as the ‘2-2’ and ‘2-3’ processes, respectively, both refer to the same physical ‘W-gluon fusion’ process. In this study the NLO correction as a separate process has been ignored. Rather, simulations based on the 2-2 process only have been used and normalised to the cross-section for a properly combined set of the two graphs. Since the W-gluon fusion process is the largest source of single top production at the LHC, with an expected cross-section of approximately 250 pb, it will be the source for much of the physics sensitivity, as well as a serious background for the other single top processes. The second production mechanism (the third graph from the left), referred to as the ‘Wt’ process, is the direct production of a top quark and a W boson. This process is immeasurably small at the Tevatron, but is predicted to have a sizeable cross-section (≈60-110 pb) at the LHC. The third reaction proceeds via production of an off-shell W and will be called the ‘W*’ process. The cross-section for the W* process is predicted to be only about 10 pb, since there are no valence antiquarks in the initial state at the LHC.

Each process has a separate set of background sensitivities and experimental demands. Table 18-11 lists the cross-sections used in this study and the product of σ×BR for the case where one W decays leptonically via W → lν, where the lepton is an electron or muon. This study is based upon an integrated luminosity of 30 fb⁻¹.

The primary physics interest in single top production is the ability to directly determine the coupling strength for the t-W-b vertex. The single top cross-section is unambiguously predicted by the SM (apart from the coupling), and it is important to cross check the W-gluon fusion, Wt, and W* cross-sections separately. The various processes of single top production have different sensitivities to new physics. For example, the W* channel is sensitive to an additional heavy W’ boson, since new s-channel diagrams in which the W’ is exchanged would occur. In contrast, additional contributions to the W-gluon fusion process from new t-channel diagrams with a W’ would be suppressed by 1/m_W’. Therefore, existence of a W’ boson would be expected to produce an enhancement in both σ(W*) and σ(W’)/σ(Wg). On the other hand, the W-gluon fusion process channel is more sensitive to modifications of the top quark’s couplings to the other SM particles. For example, an anomalous

Table 18-11 Cross-sections used in the EW single top signal and background simulations.

<table>
<thead>
<tr>
<th>Process</th>
<th>σ (pb)</th>
<th>σ × BR(W → lν) (pb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W_g (2-2 + 2-3)</td>
<td>244</td>
<td>54.2</td>
</tr>
<tr>
<td>W_t</td>
<td>60</td>
<td>17.8</td>
</tr>
<tr>
<td>W*</td>
<td>10</td>
<td>2.2</td>
</tr>
<tr>
<td>t̄t</td>
<td>833</td>
<td>246</td>
</tr>
<tr>
<td>Wb̄b</td>
<td>300</td>
<td>66.7</td>
</tr>
<tr>
<td>Wjj</td>
<td>18000</td>
<td>4000</td>
</tr>
</tbody>
</table>
chromo-magnetic moment in the top-gluon vertex [18-45], or a V+A contribution at the $t-W-b$ vertex [18-46], could lead to both an increase in single top production and a modification of the decay angular distributions. Also, anomalous FCNC couplings could give rise to new contributions to single top production, such as $gu \to t$. These processes could modify the $W$-gluon process of single top production, while not affecting the rate of $Wt$ and $W^*$ channels. Therefore, in this case one would expect a decrease in the ratio of $\sigma(W^*)/\sigma(Wg)$.

Because it is an inherently weak production process, the $W$ and top quark are produced in the appropriate mixture of helicities, as unambiguously predicted by the SM. A helicity analysis of top quark decay can check for new physics, such as right handed couplings, or an unexpected admixture of the left handed and longitudinal components for the $W$.

18.1.6.1 Monte Carlo generators

A variety of Monte Carlo generators have been employed to study electroweak single top production and the relevant backgrounds. The generators have been compared against one another for consistency and shown to be in reasonable agreement. All signal generators were interfaced to PYTHIA for showering and particle generation, with the PYTHIA output processed through ATLFAST for detector simulation. PYTHIA [18-5] includes the basic $W$-gluon fusion reaction according to SM assumptions. The SGPM package [18-47] is a parton-level generator for the $Wt$ process, plus the $tt$ and $Wbb$ background processes. Also included are the FCNC processes, $gu \to t$ and $qq \to tt$. Decays are included and the reactions are implemented as external processes in PYTHIA. The ONETOP package [18-48] creates matrix elements at the parton level with the full density matrix for the 2-2, 2-3, $W^*$ and $Wt$ signal processes, as well as the $tt$ and $Wbb$ backgrounds. This is the only readily accessible generator which includes helicity information for all processes. Decays are included and all reactions are implemented as external processes in PYTHIA. HERWIG [18-6] has been used to produce $W$+jets background. $Wjj$ events, involving the production of $W$ in association with light quark jets, is a standard HERWIG process (iproc 2100). Background from $Wbb$ is generated via a matrix element calculation interfaced to HERWIG.

Considerable effort was expended comparing the predictions of the various Monte Carlo generators. The results from PYTHIA, ONETOP, and SGPM for single top and $tt$ production processes were very similar, agreeing typically within 10-15%. The predictions for the $Wjj$ background were different by nearly 50%. The values from HERWIG are generally thought to be the most accurate, since HERWIG treats colour coherence more correctly, and were therefore used.

18.1.6.2 Signal and background separation strategies

In order to reduce the enormous QCD multi-jet backgrounds, as well as provide a high $p_T$ lepton for trigger purposes, single top production with $t \to Wb$ followed by a leptonic decay $W \to lv$, where the charged lepton is a muon or an electron has been considered. The initial pre-selection cuts required the presence of at least one isolated lepton with $p_T > 20$ GeV, at least two jets with $p_T > 30$ GeV, and at least one $b$-tagged jet with $p_T > 50$ GeV. After these cuts, the dominant backgrounds are from processes with a real $W$ in the final state, namely $tt$ and $Wjj$ (and in particular $Wbb$) production. In the following, distributions are presented of variables which can be used to separate the various single top processes from these backgrounds and from each other.
Table 18-12 summarises the number of reconstructed jets per event, with $|\eta| < 5$ and $p_T > 15$ GeV, for the signal and background processes. It can be seen that the jet multiplicity would be a particularly useful variable for reducing the $t\bar{t}$ background, which has on average more jets than the single top processes.

The number of jets per event tagged as $b$-jets, with $|\eta| < 2.5$, is presented in Table 18-13. It can be seen that requiring, for example, more than one $b$-tagged jet would enhance the $W^*$ signal with respect to $Wjj$ and $W$-gluon fusion. The reduction in the $W$-gluon fusion background is due to the fact that the second $b$-jet in $W$-gluon fusion events has low $p_T$ and is often not tagged. In addition to the jet and $b$-jet multiplicities, the leading jet and $b$-jet $p_T$ distributions are also useful discriminators. For example, the $Wb$ and $Wjj$ events tend to have softer spectra than for single top and $t\bar{t}$ events.

Figure 18-31 shows the total event invariant mass, defined from the four vectors of all of the jets and leptons found in the event. A significant difference is observed between the invariant mass of events in the non-top backgrounds and in the signal processes.

This work focuses on single top signal events with a leptonic $W$ decay. Therefore, apart from the $Wt$ signal and the $t\bar{t}$ background, there should be no excess of di-jet combinations with $m_{jj}$ near the value of $m_W$. Indeed, Figure 18-32 shows the distribution of di-jet masses obtained by choosing the di-jet with mass closest to $m_W$. It can be seen that $Wt$ and $t\bar{t}$ have di-jet mass distributions which are significantly peaked near the $W$ mass, while the other channels do not.

Another variable of interest is the reconstructed top mass (since there is no top quark in $Wjj$ and $Wb\bar{b}$ events). As described in previous sections, the top mass in the decay $t \rightarrow Wb$ followed by $W \rightarrow l\nu$ can be calculated by assigning $E_T(l) = E_T^{\text{miss}}$ and by calculating $p_z(l)$ (with a quadratic ambiguity) by applying the constraint that $m_{Wb} = m_W$. Figure 18-33 shows the reconstructed $m_{Wb}$ distribution, where the $p_z(l)$ solution which gives $m_{Wb}$ closest to $m_t$ has been chosen. In Figure 18-34, the scalar sum of the $p_T$ of all of the jets in the event is plotted. Clearly the $p_T$ in $t\bar{t}$ events is much higher on average than in the signal processes, while the $Wjj$ events have lower average $p_T$.

Based on these kinematic distributions, cuts were optimised for each of the single top processes. In the case of $Wjj$ production, the largest single top background, the cross-section at the LHC is currently not well known. Therefore, the usual procedure of minimising the relative error in the cross-section measurement by minimising $\sqrt{S+B/S}$ was not followed. Instead, the cuts were chosen to minimise the effect of the uncertainty on the $Wjj$ cross-section by optimising the $S/B$ ratio.
ratio. Analysis of each of the three single top production processes is presented in turn, followed in Section 18.1.6.6 by a discussion of the measurement of $V_{tb}$. The analysis of each process started with the pre-selection cuts presented earlier, namely the presence of at least one isolated lepton with $p_T > 20$ GeV, at least two jets with $p_T > 30$ GeV, and at least one $b$-tagged jet with $p_T > 50$ GeV.

18.1.6.3 Measurement of $W$-gluon fusion cross-section

The $W$-gluon signal is distinguished from backgrounds by the presence of a spectator quark jet which emerges in the forward direction. To isolate this signal, in addition to the pre-selection cuts, a forward jet with $|\eta| > 2.5$ and $p_T > 50$ GeV was therefore required. The total number of
jets was further required to be exactly two, to provide additional rejection of $t\bar{t}$ background, although it is recognised that comparison to a theoretical cross-section might be compromised by such a topological restriction. In addition, the central jet was required to be tagged as a $b$-jet, and to satisfy $p_T > 50$ GeV, in order to reduce $Wjj$ background. Further rejection of the ‘soft’ $W$+jet backgrounds was accomplished by requiring the total invariant mass of the event be greater than 300 GeV and that $H_T$, the sum of the $E_T$ values of all the jets and leptons in the event, satisfy $H_T > 200$ GeV. Finally, a top mass window was employed to reduce non-top backgrounds. These particular choices are not unique and a significant effort is still required to fully optimise these cuts. In particular, this will likely require a better understanding of the $Wjj$ background.

Details of each cut are presented in Table 18-14 which shows the selection efficiency for the signal and background processes after each cut is applied, as well as the final number of events normalised to an integrated luminosity of 30 fb$^{-1}$. The number of events for the signal and $t\bar{t}$ background are taken as the average of results from ONETOP and PYTHIA. The number of events for the $Wb\bar{b}$ background are taken as the average of results from the HERWIG and ONETOP calculations. The result of 26 800 signal events and a total background of about 8 650 events, corresponds to a $S/B = 3.1$ and $S/B = 286$. The relative statistical uncertainty in the cross-section is 0.71%. If the high and low results of the $Wjj$ calculation are used, the resulting values of $S/B$ range from 4.3 down to 2.4.

### Table 18-14

<table>
<thead>
<tr>
<th>Description of cuts</th>
<th>Cumulative Selection Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-selection cuts</td>
<td>$W$-gluon fusion</td>
</tr>
<tr>
<td>Njets = 2; $p_T &gt; 30$ GeV</td>
<td>20.0</td>
</tr>
<tr>
<td>Forward jet; $p_T &gt; 50$, $</td>
<td>\eta</td>
</tr>
<tr>
<td>$m_{tot} &gt; 300$ GeV</td>
<td>4.3</td>
</tr>
<tr>
<td>$H_T &gt; 200$ GeV</td>
<td>3.58</td>
</tr>
<tr>
<td>150 $&lt; m_t &lt; 200$ veto</td>
<td>2.08</td>
</tr>
<tr>
<td>Events/30 fb$^{-1}$</td>
<td>1.64</td>
</tr>
</tbody>
</table>

#### 18.1.6.4 Measurement of $Wt$ cross-section

The strategy for measuring the $Wt$ cross-section is similar to that for $W$-gluon fusion, since they share the same backgrounds. However, the nature of $Wt$ events makes them relatively easy to separate from $Wjj$ and difficult to separate from $t\bar{t}$ events. Assuming the $t\bar{t}$ cross-section will be well measured at the LHC, this does not preclude performing a precise measurement of the $Wt$ cross-section.

In addition to the pre-selection cuts, the number of jets in the central region was required to be exactly three, each with $p_T > 50$ GeV. Requiring at least three jets significantly reduces non-top backgrounds, while not allowing four or more jets reduces $t\bar{t}$ background. Exactly one of these jets was required to be tagged as a $b$-jet. By not allowing more than one $b$-tag the $t\bar{t}$ background...
was reduced, while at least one $b$-tag was necessary to suppress $Wjj$. The total invariant mass of all reconstructed leptons and jets was required to be less than 300 GeV in a further attempt to reduce the $t\bar{t}$ background. Finally, the presence of a second $W$ in $Wt$ and $t\bar{t}$ events was exploited by requiring the reconstructed mass of the two untagged jets to be consistent with $m_W$ by satisfying $65 \text{ GeV} < m_{jj} < 95 \text{ GeV}$.

The samples of signal and background events surviving these cuts are summarised in Table 18-15. The only significant background remaining is from $t\bar{t}$ production, which is still more than a factor of four larger than the signal. Backgrounds from $Wjj$ and from other single top processes are reduced to a negligible level. From Table 18-15, $S/B = 0.22$ and $S/\sqrt{B} = 39$. The relative statistical error on the $Wt$ cross-section is 2.8%.

Table 18-15 Cumulative efficiencies for the signal and background processes after each successive cut of the analysis to isolate the $Wt$ process. Also shown are the numbers of selected events after all cuts, for an integrated luminosity of 30 fb$^{-1}$. The uncertainties listed are due to the Monte Carlo statistics. Note that the number of jets (Njets) includes any $b$-jets.

<table>
<thead>
<tr>
<th>Description of cuts</th>
<th>Cumulative Selection Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Wt$</td>
</tr>
<tr>
<td>Pre-selection cuts</td>
<td>25.5</td>
</tr>
<tr>
<td>njets = 3; $p_T &gt; 50$ GeV</td>
<td>3.41</td>
</tr>
<tr>
<td>nb-jet = 1</td>
<td>3.32</td>
</tr>
<tr>
<td>$m_{tot} &lt; 300$ GeV</td>
<td>1.43</td>
</tr>
<tr>
<td>$65 &lt; m_{jj} &lt; 95$ GeV</td>
<td>1.27</td>
</tr>
<tr>
<td>Events/30 fb$^{-1}$</td>
<td>$6828 \pm 269$</td>
</tr>
</tbody>
</table>

18.1.6.5 Measurement of $W^*$ cross-section

Since the $W^*$ signal has such a small cross-section relative to background, stringent cuts must be made to obtain a reasonable signal-to-background ratio (for details of this analysis see reference [18-49]). In addition to the pre-selection cuts, exactly two jets with $|\eta| < 2.5$ were required, in order to reduce the $t\bar{t}$ background, which tends to have more than two jets. Furthermore, both jets were required to have $p_T > 75$ GeV, and to be tagged as $b$-jets. This cut significantly reduces the $W$+jets background. This cut also reduces background from $W$-gluon fusion events since the second, lower $p_T$, $b$-jet from these events tends to be very soft and is often outside the $b$-tagging region ($|\eta| < 2.5$). Those $W$-gluon fusion events for which both $b$-jets are tagged, are suppressed by the $p_T$ cut. Further rejection of $Wjj$ background is achieved by requiring the scalar sum of the jet $p_T$ to be greater than 175 GeV, since the total jet $p_T$ in $Wjj$ events is generally lower than for events containing top quarks. The invariant mass of the event was required to exceed 200 GeV, again a cut predominantly against $Wjj$ background events, which do not contain top quarks and so tend to have smaller invariant mass. Finally, a cut was placed on $m_{Nl\nu}$ requiring it to lie within the range from 150-200 GeV.

The signal and background samples passing the successive cuts are summarised in Table 18-16. After all cuts, a value of $S/B = 0.46$ is achieved, with a significance of $S/\sqrt{B} = 23$. The relative statistical error on the $W^*$ cross-section is 5.4%.
18.1.6.6 Determination of $V_{tb}$

Given the results summarised above, the relative experimental statistical errors on the production cross-sections of the single top processes would be 0.71% for the $W$-gluon process, 2.8% for $Wt$ production, and 5.4% for the $W^*$ process. These results imply statistical uncertainties on the extraction of $V_{tb}$ of 0.36% for $W$-gluon fusion, 1.4% for $Wt$, and 2.7% for $W^*$. The errors in the extraction of $V_{tb}$ would be dominated by uncertainties in the theoretical predictions of the cross-sections. These arise from uncertainties in the parton distribution functions (PDF), uncertainty in the scale ($\mu$) used in the calculation, and the experimental error on the mass of the top quark. As summarised in Table 18-17, the reliance of the $W$-gluon fusion process on gluon PDFs leads to a higher error than in the $W^*$ channel. However, the $W^*$ cross-section has a greater relative dependence on the top mass. Despite this heightened dependence on the top mass, the overall theoretical error on the cross-section is lowest for $W^*$ (assuming the top mass will be measured to $\pm 2$ GeV). For detailed discussions of the theoretical errors, see references [18-50], [18-51], [18-52] and [18-53]. The $Wt$ cross-section at the LHC is not currently well known theoretically; the value of 50% quoted in the table reflects the range of values appearing in the literature. The measurement of $V_{tb}$ is also sensitive to errors in the cross-sections of the backgrounds. In particular, the cross-section for the $Wjj$ process at the LHC is not well known.

Table 18-16 Cumulative efficiencies for the signal and background processes after each successive cut of the analysis to isolate the $W^*$ process. Also shown are the numbers of selected events after all cuts, for an integrated luminosity of 30 fb$^{-1}$. The uncertainties listed are due to the Monte Carlo statistics. Note that the number of jets (Njets) includes any $b$-jets.

<table>
<thead>
<tr>
<th>Description of cuts</th>
<th>Cumulative Selection Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W^*$</td>
<td>$W$-g fusion</td>
</tr>
<tr>
<td>Pre-selection cuts</td>
<td>27.0</td>
</tr>
<tr>
<td>njets = 2; $p_T &gt; 30$ GeV</td>
<td>15.7</td>
</tr>
<tr>
<td>nb-jet = 2; $p_T &gt; 75$ GeV</td>
<td>2.10</td>
</tr>
<tr>
<td>scalar sum of $p_T &gt; 175$ GeV</td>
<td>1.92</td>
</tr>
<tr>
<td>$m_{t\bar{t}}&gt;200$ GeV</td>
<td>1.92</td>
</tr>
<tr>
<td>$150 &lt; m_{Wj}&lt; 200$ GeV</td>
<td>1.67</td>
</tr>
<tr>
<td>Events/30 fb$^{-1}$</td>
<td>1106 ± 40</td>
</tr>
</tbody>
</table>

Table 18-17 Relative errors, and their sources, in the cross-sections for single top production. The error due to imprecision in the top mass is quoted assuming $\delta m_t = 2$ GeV. For more details, see the text.

<table>
<thead>
<tr>
<th>Source of Error</th>
<th>$\delta\sigma/\sigma$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W^*$</td>
<td>5.4</td>
</tr>
<tr>
<td>$W$-g fusion</td>
<td></td>
</tr>
<tr>
<td>$Wt$</td>
<td></td>
</tr>
<tr>
<td>Statistical</td>
<td></td>
</tr>
<tr>
<td>PDF</td>
<td>4</td>
</tr>
<tr>
<td>$\mu$ (scale)</td>
<td>4</td>
</tr>
<tr>
<td>$\delta m_t$</td>
<td>5</td>
</tr>
<tr>
<td>Total theory error</td>
<td>7.5</td>
</tr>
</tbody>
</table>
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Another source of error is due to the kinematic modelling of the signal and backgrounds by the Monte Carlo generators. Rather harsh cuts are required to extract the signals from background, leading to signal efficiencies of typically of 1-3%. Extrapolating from the experimentally measured cross-section to the theoretical prediction will introduce additional uncertainty into the extraction of $V_{tb}$. Also, the only $Wjj$ events which contribute to the background are in the far reaches of the invariant mass and transverse momentum distributions. Since these are extremely unusual events, it is not clear that the simulation is accurate in this regime. This problem of modelling the tails of high rate backgrounds is common among many ATLAS physics analyses and requires further study.

18.1.6.7 Measurements of $W$ and top polarisation in $W$-gluon fusion

Single top production provides an opportunity to study the polarisation of top quarks as well as of the $W$ bosons produced in their decay. As discussed below, the SM predicts that about 70% of $W$ bosons produced in top decay will be longitudinally polarised. Furthermore, in the limit of zero $b$-quark mass, the SM predicts that the top quarks produced in the $W$-gluon fusion process at LO are almost 100% polarised. Since the top decays too quickly to hadronise or depolarize, its spin information is transmitted to its decay products. New physics, such as top production in the decay of a heavy charged Higgs boson or the existence of $V+A$ couplings at the $W-t-b$ vertex, could alter the decay angular distributions of either the $W$ boson or the top quark. Investigations of the $W$ and top polarisations (for more details, see reference [18-54]) are discussed below.

The polarisation of the $W$ boson can be investigated through measurements of distributions of its decay products [18-27]. For example, the cosine of the decay angle of the lepton, $\cos \Theta_L$, measured in the $W$ rest frame with respect to the direction of the $W$ boson momentum vector in the top rest frame, can be readily obtained from the $l-b$ invariant mass ($m_{lb}$) as:

$$F_W(\cos \Theta_L) = \frac{3}{2} \left( f_{long} \left( \frac{\sin \Theta_L}{\sqrt{2}} \right)^2 + f_L \left( \frac{1 - \cos \Theta_L}{2} \right)^2 + f_R \left( \frac{1 + \cos \Theta_L}{2} \right)^2 \right)$$

where $f_R$, $f_L$, and $f_{long}$ are the fractions of right, left and longitudinal components of the $W$ polarisation. According to the SM, $f_R = 0$ and $f_{long}/f_L = m_t^2/(2m_W^2) - 1$. The differential angular distribution can be decomposed into three terms:

- $f_{long}$
- $f_L$
- $f_R$

where $f_{long}$ is the fraction of events in which the $W$ boson is longitudinally polarised. The results obtained with the SM sample yielded values for $f_{long}$, $f_L$, and $f_R$ which differed by less than 1.5% from the generated values. When using the mixed sample, the ‘SM-like’ and the more general fit both re-
turned a non-zero value for $f_R$ of $\sim 11\%$ (the ‘SM-like’ fit results are shown in Figure 18-35). In the non-SM scenario, a pure SM fit under the hypothesis of a zero $f_R$ is clearly disfavoured, with a $\chi^2$ per degree of freedom five times higher than obtained with the fit with $f_R$ as a free parameter.

In addition to measuring the $W$ helicity, the polarisation of the top quarks produced in $W$-gluon fusion can be observed by measuring the angular distribution of the lepton in the top rest frame with the polarisation axis defined by the direction of the top in the center-of-mass frame of the two incoming quarks. In this frame, the situation is like a 2-2 scattering in electron-positron annihilation. The distribution of $\cos \theta_l$ in this frame is described by

$$F_t(\cos \theta_l) = f_L \cdot \frac{1 - \cos \theta_l}{2} + f_R \cdot \frac{1 + \cos \theta_l}{2}$$

Unlike the decay scenario, which used a Lorentz invariant to define the angle, a boost is required which introduces a minor skewing of the distribution. Depending on how the neutrino longitudinal momentum is defined, this skewing is more or less pronounced. As can be seen from Figure 18-36, the skewing of the distribution due to the algorithm used to define the boost is minimal. The fits denoted on the figure show the fitted fractions of left- and right-handed components for the helicity of the top quark. Since these are Standard Model distributions, the right-handed component is expected to be zero. The fitted RH helicity fractions, reflect the uncertainty from the Monte Carlo statistics. Further study is required to move beyond this parton-level study and to understand the final sensitivity to a right-handed component, including detector effects.

In principle, for polarised top quarks, the asymmetry in the number of events produced with a particular charged lepton into and out of the decay plane should be zero for a T-conserved process. Hence, a non-zero measurement of this asymmetry could be interpreted as evidence for CP-violation, given the assumption of conserved CPT. It has been estimated in the literature [18-27]
that approximately $10^7$-$10^8$ single top events would be required to detect CP violation at the level of 0.1-1%. While this is perhaps within reach of the statistics available over the lifetime of the LHC, such a study has not yet been carried out.

18.1.6.8 Conclusions of electroweak single top studies

While further work is required in order to fully understand the detector effects, the initial conclusions are that ATLAS is capable of extending the measurements expected from Fermilab into a new energy regime in which the cross-sections are very large. Backgrounds from $t\bar{t}$ production and $W$ production with heavy flavor appear to be manageable, although detailed measurements of heavy quark production in association with $W$ bosons will be necessary for precise control. Exploiting the three different single top production mechanisms, independent measurements of $V_{tb}$ can be made which will provide both its definitive determination at the statistical level of a fraction of a percent as well as important tests of non-standard physics possibilities. The production of polarised top quarks is a unique feature of its weak production mechanism which will allow for precise helicity measurements at both the production and the decay vertices.

18.1.7 Conclusions of top quark physics studies

The large production cross-sections at the LHC for $t\bar{t}$ pair production and electroweak single top production imply that, in one year of running at low luminosity ($10^{33} \text{ cm}^{-2}\text{s}^{-1}$), a sample of top quark events will be produced which is more than $10^4$ times larger than the data set used at the Fermilab Tevatron to discover the top quark. Over the lifetime of the ATLAS experiment, samples of many millions of top quark events will be selected.
These large data sets will allow very sensitive studies of the properties of the top quark. The mass of the top quark will be measured with a precision of less than 2 GeV, dominated entirely by systematic errors. The top quark Yukawa coupling can be measured with a precision of less than 10% for a Higgs mass of 100 GeV. The $t\bar{t}$ spin correlations predicted in the SM can be observed, and used to probe for anomalous couplings or CP violation. Heavy resonances decaying to $t\bar{t}$ could be detected with masses up to 3 TeV for $\sigma \times BR$ greater than about 10 fb. Rare decays of the top quark can be probed down to branching ratios as low as of order a few times $10^{-5}$. Finally, the detailed study of three different mechanisms of electroweak single top production will yield a wealth of information including precision measurements of $V_{tb}$, measurement of the $W$ and $t$ polarisations, and searches for anomalous couplings.

### 18.2 Fourth generation quarks

Data from LEP and SLC imply the existence of only three SM families with light neutrinos. However, extra generations with heavy neutrinos are not excluded, and models which include them have been proposed. The current experimental limits on fourth family quarks and leptons are $m_t > 80$ GeV and $m_Q > 128$ GeV [18-29]. The measurement of the $\rho$ parameter [18-29] constrains the mass splitting between the doublet members of possible heavy generations of quarks: $\Sigma (c_i/3) \Delta m_i^2 < (49 \text{ GeV})^2$, $(83 \text{ GeV})^2$, where $c_i$ is the colour factor, and where the first (second) limit corresponds to a Higgs mass of about 90 GeV (300 GeV). Considering only fourth family quarks, an analysis gives $\Delta m = |m(d_4) - m(u_4)| < 43 \text{ GeV}$ (72 GeV).

To take a specific model as an example, the democratic mass matrix (DMM) approach, developed as one possibility for solving the problem of the masses and mixings of the fundamental particles is considered. In the DMM approach, the SM is extended to include a fourth generation of fundamental fermions, with masses typically in the range from 300 to 700 GeV [18-55]. In order to avoid violation of partial wave unitarity, the quark masses should be smaller than about 1 TeV [18-56]. A few efforts have been made to parametrise the CKM matrix to take into account a possible fourth family [18-57][18-58]. These models predict that the fourth generation quark masses are close to each other, and that two-body decays of fourth family quarks are dominant over three-body decays. Guided by these models, two sets of mass values: $m(u_4) = m(d_4) = 320$ GeV and $m(u_4) = m(d_4) = 640$ GeV, together with the CKM values in references [18-59] and [18-57] are studied.

A fourth generation of fermions would contribute to the loop-mediated processes in Higgs production ($gg \rightarrow H$) and decay ($H \rightarrow \gamma \gamma, H \rightarrow gg$) [18-61].
This effect would both enhance the Higgs production cross-section, and modify the branching ratios for Higgs decay. Table 18-18 summarises a few examples of the predicted enhancement, relative to the three-generation SM, a fourth generation would give in the values of $\sigma \times \text{BR}$ for the channels $H \rightarrow \gamma \gamma$ and $H \rightarrow ZZ$. The enhancement is typically a factor of approximately 7-10 for the $H \rightarrow ZZ$ (and also $H \rightarrow WW$) channels, and up to 2 for $H \rightarrow \gamma \gamma$. The enhancements are almost independent of the assumed mass of the fourth family quarks or any other parameters.

Of course, as discussed below, more clear evidence for the existence of a fourth generation of quarks could be obtained by searching for them directly. Fourth family quarks would be produced in pairs at the LHC. The expected production cross-section as a function of heavy quark mass was plotted in Figure 18-1, and shows that $\sigma \approx 10\, \text{pb}$ for a quark mass of 400 GeV, decreasing to $\approx 0.25\, \text{pb}$ for a mass of 800 GeV.

### 18.2.1 Fourth family up quarks

The fourth generation up-type quark ($u_4$) would predominantly decay via $u_4 \rightarrow Wb$. The expected event topologies are thus the same as for $t\bar{t}$ production, except for the different mass of the $u_4$ quark. The best channel for observing $u_4\bar{u}_4$ production would be the ‘single lepton plus jets’ mode where one $W$ decays leptonically ($W \rightarrow l\nu$) and the other hadronically ($W \rightarrow jj$) [18-60].

Events of the topology $u_4\bar{u}_4 \rightarrow WWb\bar{b} \rightarrow (l\nu)(jj)b\bar{b}$ were generated with PYTHIA and simulated with ATLFAST. Events were selected by requiring $E_{T}^{\text{miss}} > 20\, \text{GeV}$ and the presence of an isolated electron or muon with $p_T > 50\, \text{GeV}$ and $|\eta| < 2.5$. The lepton isolation criteria required the separation in pseudorapidity/azimuthal angle space between the lepton and any jet to exceed 0.4, and that the total transverse energy deposition in cells within a cone $\Delta R < 0.2$ around the lepton not exceed 10 GeV. Two very hard ($p_T > 250\, \text{GeV}$) jets were required to be tagged as $b$-jets. An additional pair of jets, not tagged as $b$-jets, was required to satisfy $50\, \text{GeV} < m_{jj} < 100\, \text{GeV}$ in order to be loosely consistent with $m_W$. Accepted $W$ candidates were then combined with the $b$-tagged jets to search for evidence of $u_4 \rightarrow Wb \rightarrow jjb$. The mass resolution and efficiency were 21 GeV and 1.1%, respectively, for $m(u_4) = 320\, \text{GeV}$. For $m(u_4) = 640\, \text{GeV}$, the corresponding values were 40 GeV and 0.6%.

The background is dominated by $t\bar{t}$ production with subsequent decay $t\bar{t} \rightarrow (l\nu)(jj)b\bar{b}$. This background process has the same final state as the signal, as well as a large cross-section. In addition, there are smaller backgrounds from $W + 4$ jets, $WW + 2$ jets, and $ZZ + 2$ jets. The hard kinematic cuts are effective at reducing the backgrounds. The $W$ and $WW$ backgrounds are further suppressed by the requirement of two $b$-tagged jets. The background from $ZZ + 2$ jet production, with one $Z$ decaying leptonically and the other to $b\bar{b}$, is very small after cuts.

### Table 18-18

The enhancement, compared to the prediction of the three generation SM, in Higgs production and decay due to a fourth generation of fermions of mass 320 GeV or 640 GeV.

<table>
<thead>
<tr>
<th>Mass (GeV)</th>
<th>$\sigma \times \text{BR}(H \rightarrow \gamma \gamma)$</th>
<th>$\sigma \times \text{BR}(H \rightarrow ZZ^*)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_4 = 320$ GeV</td>
<td>1.16</td>
<td>9.79</td>
</tr>
<tr>
<td>$m_4 = 640$ GeV</td>
<td>1.33</td>
<td>9.40</td>
</tr>
<tr>
<td>$m_4 = 320$ GeV</td>
<td>2.19</td>
<td>7.36</td>
</tr>
<tr>
<td>$m_4 = 640$ GeV</td>
<td>2.22</td>
<td>7.28</td>
</tr>
<tr>
<td>$m_4 = 320$ GeV</td>
<td>11.4</td>
<td>11.2</td>
</tr>
<tr>
<td>$m_4 = 640$ GeV</td>
<td>8.39</td>
<td>8.23</td>
</tr>
</tbody>
</table>
Table 18-19 presents the expected number of observed events due to $u_4\bar{u}_4$ pair production for different $u_4$ masses and for an integrated luminosity of 100 fb$^{-1}$, together with the contributions from the background processes. Figure 18-37 shows the reconstructed $m_{jjb}$ distributions for signal and background in the cases of $u_4$ quark mass of 320 GeV. In addition to a prominent top quark peak, an excess around the $u_4$ quark mass is observed.

The corresponding values of $S/\sqrt{B}$ and $S/B$ are also presented in Table 18-19. With an integrated luminosity of 100 fb$^{-1}$, a $u_4$ signal could in principle be discovered with greater than 5$\sigma$ significance for both $u_4$ masses. However, as $m(u_4)$ increases, the decreasing value of $S/B$ and the increasing width of the signal will make challenging the task of extracting the signal above background. An investigation is underway of the possibility to further improve extraction of the signal by simultaneously reconstructing the $u_4 \rightarrow l\nu b$ decay, and requiring that both decays give the same $u_4$ mass.

Events of the ‘all jets’ topology $u_4\bar{u}_4 \rightarrow WWb\bar{b} \rightarrow (jj)(jj)b\bar{b}$ with both $W$ bosons decaying hadronically have also been studied [18-62]. The signature for this channel is characterised by six or more jets in the final state. QCD multi-jet events are the dominant source of background, with an estimated cross-section of about 5.5 $\mu$b. Other backgrounds sources include $t\bar{t}$ and $W$ plus jet production.

In addition to the two very hard $b$-jets ($p_T > 250$ GeV) required above, the selection criteria demanded at least 6 jets with $p_T > 20$ GeV (including the two tagged $b$-jets) and no isolated lepton in the final state. Table 18-20 shows the number of generated signal and background events before and after applying these event selection cuts, and illustrates the effectiveness of the cuts in very significantly decreasing the backgrounds from QCD multi-jets and $W$+jets production.

Table 18-19

<table>
<thead>
<tr>
<th>Mass of $u_4$ quark</th>
<th>320 GeV</th>
<th>640 GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_4\bar{u}_4$ signal</td>
<td>7067</td>
<td>1060</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>12880</td>
<td>5953</td>
</tr>
<tr>
<td>$W + 4$ jets</td>
<td>507</td>
<td>218</td>
</tr>
<tr>
<td>$WW + jj$</td>
<td>75</td>
<td>32</td>
</tr>
<tr>
<td>$ZZ + jj$</td>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>Total Background</td>
<td>13473</td>
<td>6207</td>
</tr>
<tr>
<td>$S/\sqrt{B}$</td>
<td>61.0</td>
<td>13.5</td>
</tr>
<tr>
<td>$S/B$</td>
<td>0.52</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Figure 18-37

Invariant $m_{jjb}$ mass distribution for selected single lepton plus jet events for $m(u_4) = 320$ GeV, normalised to an integrated luminosity of 100 fb$^{-1}$. 
The $W \rightarrow jj$ decay was reconstructed from the light quark jets. The combinations satisfying $|m_{jj} - m_W| < 15$ GeV were then combined with all $b$-tagged jets. Further background reduction was achieved by requiring $H_T > 500$ GeV, where $H_T$ is defined as the scalar sum of the transverse energies of all the reconstructed jets. The resulting $m_{jjb}$ mass resolution and signal efficiency were 22 GeV and 6.9%, respectively, for $m(u_4) = 320$ GeV. The corresponding values for $m(u_4) = 640$ GeV were 36 GeV and 0.4%.

Table 18-21 summarizes the number of signal and background events surviving these cuts. It is clear from the small $S/B$ values that the backgrounds from QCD and from $t\bar{t}$ dominate over the signal. The QCD background is of particular concern, since its cross-section at the LHC is not well known. The rather broad $m_{jjb}$ signal distribution, due to the many different combinations possible, also complicates efforts to extract the signal above background. For $u_4$ masses which are not too high, it is possible that the all-jets analysis could be used to support a discovery made in the single lepton plus jets decay channel.

**18.2.2 Fourth family down quarks**

Under the assumption that $m(d_4) = m(u_4)$, the dominant $d_4$ decay mode would be $d_4 \rightarrow tW^-$. The most promising final state to search for $d_4\overline{d}_4$ pair production is the single lepton plus jets channel $pp \rightarrow d_4\overline{d}_4 \rightarrow t\overline{t}W^+W^- \rightarrow W^+bW^-\overline{b}W^+W^-$, where one of the $W$ decays leptonically and the others decay hadronically [18-62]. The dominant background for this channel is $t\overline{t}$ production with additional jets. Other sources of background, such as $WW+$jets and $W+$jets, do not contribute significantly.

Events satisfying the final state topology $d_4\overline{d}_4 \rightarrow l + 2b_{\text{jet}} + 6j + E_T^{\text{miss}}$ were required to have exactly eight jets with $p_T > 20$ GeV, including two $b$-tagged jets, and one isolated electron or muon with $p_T > 20$ GeV. In addition, a requirement was imposed that $E_T^{\text{miss}} > 20$ GeV. Di-jet pairs satisfying $|m_{jj} - m_W| < 15$ GeV were considered as $W \rightarrow jj$ candidates, and were combined with $b$-tagged jets to search for $t \rightarrow jjb$ candidates. Combinations with $|m_{jjb} - m_t| < 15$ GeV were considered as top quark candidates. Finally, $t \rightarrow jjb$ and $W \rightarrow jj$ candidates were combined to search for a signal from the hadronic decay $d_4 \rightarrow tW \rightarrow (jjb)jj$. The resulting mass resolution was 42 GeV, with a signal efficiency of 0.54%.
Figure 18-38 shows the invariant mass distributions of the \( (jjb)jj \) system for the signal and \( \bar{t}t \) background in the case \( m(d_4) = 320 \) GeV, assuming an integrated luminosity of 100 fb\(^{-1}\). Within a mass window of 320 ± 60 GeV, a total of about 29,400 signal events were selected, with a background of about 39,000 events. The \( d_4 \) signal and \( \bar{t}t \) background shapes are very similar. However, the size of the excess is much larger than the uncertainty in the knowledge of the \( \bar{t}t \) cross-section. Observation of such an excess would be a clear signal of new physics, though further studies would be required to determine the cause of the enhancement. For the case with \( m(d_4) = 640 \) GeV and an integrated luminosity of 100 fb\(^{-1}\), 2,043 signal events would be accepted, with a background of 3,479 events in the mass interval 640 ± 75 GeV. The very broad signal shape would complicate detection of the signal above background.

These results can be improved by more fully utilising the knowledge of the final state, and the resulting kinematic constraints (such as \( m_W \) and \( m_t \) constraints for the appropriate combinations). It has been shown in the analysis of \( \bar{t}\bar{t}H \) for example (see Section 19.2.4.3), that it is possible to simultaneously reconstruct both top quark decays, thereby reducing greatly the number of possible combinations. Application of such techniques here should improve the separation of the signal from background, and are being studied.

### 18.2.3 Bound states of fourth family quarks

If the decays of fourth generation quarks were suppressed, for example due to small inter-generation mixings, the resultant long quark lifetime could lead to formation of a \( Q_4 Q_4 \) bound state [18-63] such as a pseudoscalar quarkonium state \( \eta_4 \). As already said, the extension of the DMM model to include a fourth family predicts a mass difference between \( u_4 \) and \( d_4 \) of the order of 1 GeV. Given the expected experimental resolution of ATLAS, this mass difference would not allow the identification of the quark type which compose the quarkonium.

The production of a superheavy quarkonium via \( gg \rightarrow \eta_4 \) process has been implemented in PYTHIA. The decay \( \eta_4 \rightarrow ZH \), followed by \( Z \rightarrow ll \) and \( H \rightarrow bb \), has been studied [18-65] for \( m(\eta_4) = 600 \) GeV and \( m_H = 150 \) GeV assuming \( \sigma \times BR = 0.19 \) pb (including \( BR(Z \rightarrow ll) \) and \( BR(H \rightarrow bb) \)). The main background for this channel is due to Z+jets production (\( \sigma \sim 1.7 \times 10^4 \) pb). Continuum \( ZH \) production does not contribute significantly (\( \sigma \sim 6 \times 10^{-3} \) pb).

The selection cuts required the presence of two isolated opposite-sign, same-flavour leptons with \( p_T > 20 \) GeV and satisfying \( |m_{ll} - m_Z| < 10 \) GeV. In addition, two jets with \( p_T > 15 \) GeV were required to be tagged as \( b \)-jets. Evidence for the decay \( \eta_4 \rightarrow ZH \) was then searched for by reconstructing the \( llb\bar{b} \) invariant mass. The resulting mass resolution was 25 GeV, with a signal efficiency of 7%.
As shown in Figure 18-39, a clear signal of $\eta_4 \rightarrow ZH$ can be seen near the mass $m(\eta_4) = 600$ GeV. With an integrated luminosity of 100 fb$^{-1}$, the estimated number of signal and background events are 4660 and 573 events, respectively.

18.3 Heavy leptons

Accurate measurement of the parameters of $Z$ decay have demonstrated that there exist only three light neutrinos coupling to the $Z$ with SM couplings. The simplest supposition is then that the lepton sector comprises these three light neutrinos and their charged counterparts. However, it is quite possible that heavy leptons exist.

Many models, such as composite models [18-66], left-right symmetric models [18-67], grand unified theories [18-68], technicolor models [18-69], superstring-inspired models [18-70], and models of mirror fermions [18-71], predict the existence of new particles with masses around of the scale of 1 TeV and allow the possible existence of new generations of fermions. For illustration purposes, the case of heavy, ‘fourth generation’ leptons which have SM couplings is considered. In this case, production of a pair of heavy charged leptons ($LL$) or a pair of heavy neutrinos ($NN$) at the LHC is dominated by the Drell-Yan process and by gluon-gluon fusion. The total production cross-section, $\sigma(\LL)$, is of order 1 pb at the LHC for $m_L \approx 100$ GeV, decreasing to a few fb for $m_L \approx 700$ GeV, with similar predictions for $NN$ production [18-72].

The experimental signatures for detection of these heavy leptons depends critically on their masses and decay modes. Searches for $L \rightarrow NW$ have been discussed in the literature [18-73], and have concluded that it would be very difficult to separate the signal from the large backgrounds from single and pair production of $W$ and $Z$ bosons. However, these analyses were performed with the assumption of a massless fourth-generation neutrino, and need to be repeated for a massive neutrino. In addition to this approach, the case where both the $L$ and the $N$ are massive gives rise to other possibilities. For example, if the $L$ and $N$ were roughly degenerate, the decay $L \rightarrow NW$ (and $N \rightarrow LW$) would be kinematically forbidden. Instead, the heavy leptons would decay predominantly through their mixing with the light lepton generations. In this case, the charged lepton decay $L \rightarrow \nu W$ could be suppressed by a small mixing angle so that the $L$ could be relatively long-lived and would look like a muon escaping the detector. However, due to its large mass, the velocity distribution for $L$ production would not be peaked as sharply at $\beta = 1$ as for muon production. Measurement of its time-of-flight with the muon spectrometer could then be used to identify and determine the mass of the heavy charged lepton. Such an analysis is reported in Section 20.3, where the situation with heavy long-lived charged sleptons was examined in the context of gauge-mediated supersymmetry breaking models. In the case where the decay $N \rightarrow lW$ (with $l$ a light lepton) occurs inside the detector, an interesting signature of $NN \rightarrow llWW$ production would be the production of high $p_T$ lepton pairs in association with jets (for the case where both W bosons decay hadronically). The dominant background, arising from $t\bar{t}$ production, could be suppressed by requiring no $E_T^{\text{miss}}$ and by trying to recon-
struct the $N$ mass from $ijj$ combinations. The cases of $pp \to N\bar{N} \to lljjj$ and $pp \to e\bar{N} \to eejjj$ in left-right symmetric models are presented in Section 21.6.2. Studies are underway of the ATLAS sensitivity to these and other possible experimental signatures of heavy lepton production.

### 18.4 Conclusions

The LHC, with its high beam energy and luminosity, will be an excellent place to search for, and explore the properties of, heavy quarks and leptons. The cross-section for $t\bar{t}$ production at the LHC is about 100 times larger than that at the Tevatron, and will lead to accumulation over the lifetime of ATLAS of millions of $t\bar{t}$ events. Studies of these events, and the large samples of electroweak single top quark events, will permit very detailed studies of the properties of the top quark, and will allow sensitive probes of the EWSB sector. In addition, the existence of fourth generation quarks will be probed for masses up to of order 700 GeV. A great discovery potential, not yet fully evaluated, also exists for heavy leptons.
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19 Higgs Bosons

19.1 Introduction

The experimental observation of one or several Higgs bosons [19-1] will be fundamental for a better understanding of the mechanism of electroweak symmetry-breaking. In the Standard Model [19-2], one doublet of scalar fields is assumed, leading to the existence of one neutral scalar particle $H$. On the basis of present theoretical knowledge, the Higgs sector in the Standard Model remains largely unconstrained. The Higgs-boson mass, $m_H$, is not theoretically predicted. From unitarity arguments an upper limit of $\sim 1$ TeV can be derived [19-3]. The requirements of the stability of the electroweak vacuum and the perturbative validity of the Standard Model allow to set upper and lower bounds depending on the cutoff value chosen for the energy scale $\Lambda$ up to which the Standard Model is assumed to be valid [19-4]. Such analyses exist at the two-loop level for both lower [19-5] and upper [19-6] Higgs mass bounds. If the cutoff value is chosen at the Planck mass, which means that no new physics appears up to that scale, the Higgs-boson mass is required to be in the range between $130 < m_H < 190$ GeV. This bound becomes weaker if new physics appears at lower mass scales. If the cutoff is chosen to be 1 TeV, the Higgs-boson mass is constrained to be in the range $50$ GeV $< m_H < 800$ GeV. Experimentally, constraints on the Standard Model Higgs-boson mass are derived directly from searches at LEP2, which presently lead to $m_H > 90$ GeV [19-7]. It is expected that the sensitivity of LEP2 will be extended to $\sim 105$ GeV over the coming years [19-8], if the centre of mass energy of the LEP collider is raised to 200 GeV. Indirectly, high precision electroweak data constrain the Higgs-boson mass via their sensitivity to loop corrections. Assuming the overall validity of the Standard Model, a global fit to all electroweak data leads to $m_H = 76^{+85}_{-47}$ GeV [19-9].

In supersymmetric theories, the Higgs sector is extended to contain at least two doublets of scalar fields. In the minimal version, the so-called MSSM model [19-10], there are five physical Higgs particles: two $CP$-even Higgs bosons $h$ and $H$, one $CP$-odd Higgs boson $A$, and two charged Higgs bosons $H^\pm$. Two parameters, which are generally chosen to be $m_A$ and $\tan \beta$, the ratio between the vacuum expectation values of the two Higgs doublets, determine the structure of the Higgs sector at tree level. However, large radiative corrections affect the Higgs masses and couplings. The lightest neutral scalar Higgs-boson mass, $m_h$, is theoretically constrained to be smaller than $\sim 150$ GeV [19-11].

Alternative manifestations of electroweak symmetry-breaking mechanisms would probably involve a strongly interacting electroweak sector [19-12]. In this case, significant deviations from the Standard Model predictions would be observable in final states consisting of gauge boson pairs.

The aim of this Chapter is to review and assess the performance of the ATLAS detector in the search for a Standard Model Higgs boson, for the various supersymmetric Higgs bosons, and for alternative signals of electroweak symmetry breaking. Many results are based on studies which have been presented in earlier documents [19-13][19-14][19-15][19-16]. The main differences with respect to previous studies are:

- The significance of a Higgs discovery is evaluated for the final ATLAS detector configuration, as presented in the various Technical Design Reports.
- Improvements on theoretical calculations of cross-sections, branching ratios etc., which have appeared since the Technical Proposal, are taken into account.
• The study of the MSSM Higgs sector is extended by several channels, which had not been considered in the Technical Proposal. In addition, cases where SUSY particles are light and appear in Higgs decays and cases where Higgs bosons are produced in decays of SUSY particles are considered in some detail here.
• Finally, it is discussed how accurately Higgs boson parameters, such as mass, width, spin, and couplings to fermions and bosons, can be measured in the ATLAS detector.

The results presented in this Chapter are obtained predominantly from fast detector simulations [19-17] (see Section 2.5), where the detector response and resolution functions have been taken into account. However, the crucial detector-dependent performance parameters such as the mass resolutions, reconstruction and identification efficiencies for the signal events and the most important background rejections, were obtained from a detailed GEANT simulation of the ATLAS detector. Many of them have already been presented in the corresponding performance chapters of this document. Wherever relevant, they have been used for the evaluation of the signal significance.

Physics processes have been simulated with the PYTHIA Monte Carlo program, including initial- and final-state radiation, hadronisation and decays. The signal and background production cross-sections are affected by uncertainties due to higher-order corrections, structure function parametrisations and event generation. Over the recent years, there has been considerable progress in the calculation of higher-order QCD corrections to the cross-sections for the Higgs-boson production [19-18]. However, the higher-order QCD corrections to the production cross-sections are not known for all signal and background processes. Therefore, the present Higgs studies have consistently and conservatively refrained from using $K$-factors, resorting to Born-level predictions for both signal and backgrounds.

This Chapter begins with a discussion of the discovery potential of the ATLAS detector for the Standard Model Higgs boson (Section 19.2), followed by the discussion of the Higgs boson searches in the MSSM (Section 19.3). Searches in the framework of a strongly interacting Higgs sector are described in Section 19.4. A short summary and conclusions are given in Section 19.5.

19.2 Standard Model Higgs boson

19.2.1 Introduction

In this Section, the expected performance in the search for the Standard Model Higgs boson with ATLAS is discussed over the mass range from 80 GeV to 1000 GeV. Although the present LEP2 mass limit for a Standard Model Higgs boson is already higher than 90 GeV [19-7], masses as low as 80 GeV have been considered in the studies reported here in order to assess the detection capabilities in these difficult conditions. Such low masses remain relevant in some regions of the MSSM parameter space, where the same final state topologies from Higgs boson decays occur as in the Standard Model case. The Standard Model Higgs boson is searched for at the LHC in various decay channels, the choice of which is given by the signal rates and the signal-to-background ratios in the various mass regions.
These channels are:

- \( H \rightarrow \gamma\gamma \) direct production;
- \( H \rightarrow \gamma\gamma \) from the associated production \( WH, ZH \) and \( t\bar{t}H \), using a lepton (\( e, \mu \)) tag from the vector boson or top quark decay;
- \( H \rightarrow b\bar{b} \) from the associated production \( WH, ZH \) and \( t\bar{t}H \), using a lepton (\( e, \mu \)) tag and \( b \)-tagging;
- \( H \rightarrow ZZ^* \rightarrow 4l \);
- \( H \rightarrow ZZ \rightarrow 4l \) and \( H \rightarrow ZZ \rightarrow ll\nu\nu \);
- \( H \rightarrow WW \rightarrow l\nu jj \) and \( H \rightarrow ZZ \rightarrow lljj \).

The search strategies and background rejection methods have been established through many studies over the past years. In addition to the well established channels listed above, the discovery potential is also reported for less promising channels, such as \( H \rightarrow Z\gamma \). The associated production of a Higgs boson with QCD jets, where the Higgs boson decays to \( \gamma\gamma \), has also been investigated. In addition, the discovery potential of the Higgs boson in the recently suggested \( H \rightarrow WW^* \rightarrow ll\nu\nu \) channel \[19-19\] has been studied.

The total Higgs-boson production cross-section has contributions from various subprocesses, of which \( gg \) fusion and \( WW \) fusion are the most important ones. The \( WW \) fusion process is significant only in the high-mass region. The processes of \( q\bar{q} \) and \( ZZ \) fusion also contribute to the total cross-section. For all Higgs studies reported here, the CTEQ2L structure function parametrisation has been used. The variation in the cross-section has been estimated \[19-15\] using four different sets of structure function parametrisations (namely the CTEQ2L, CTEQ2MS, CTEQ2M and MRSD sets); in the low-mass region \( (m_H < 180 \text{ GeV}) \), a spread of only \( \sim 5\% \) in the Higgs-boson production rates has been found. The decay branching ratios have been calculated using the program of Ref. \[19-20\], which includes all higher-order corrections presently available.

**19.2.2 \( H \rightarrow \gamma\gamma \)**

The decay \( H \rightarrow \gamma\gamma \) is a rare decay mode, only observable over a limited Higgs boson mass region, where the production cross-section and the decay branching ratio are both relatively large. It is a promising channel for Higgs searches in the mass range \( 100 < m_H < 150 \text{ GeV} \) and places severe requirements on the performance of the EM Calorimeter. Excellent energy and angular resolution are needed to observe the narrow mass peak above the irreducible prompt \( \gamma\gamma \) continuum. Powerful particle identification capability is also required to reject the large QCD jet background as well as the potentially dangerous resonant background from \( Z \rightarrow ee \) decays, in the case where \( m_H \approx m_Z \).

In the following, the search for \( H \rightarrow \gamma\gamma \) decays is described separately for direct production of the Higgs boson (Section 19.2.2.1), for associated production of a Higgs boson with a \( W \) or \( Z \) boson or a \( t\bar{t} \) pair (Section 19.2.2.2), and for production of a Higgs boson in association with QCD jets (Section 19.2.2.3). In each case, the signal reconstruction, the reducible and irreducible backgrounds and the signal observability are discussed.
19.2.2.1 Direct production

The direct production of a low-mass Higgs boson is dominated by the $gg$ fusion process. The production cross-sections and the branching ratios for the $H \rightarrow \gamma \gamma$ decay are listed in Table 19-1 for $80 < m_H < 150$ GeV.

Signal Reconstruction

Very detailed and complete simulations have been performed to evaluate the reconstruction of photons in the ATLAS detector [19-21]. In the simulations done for this TDR, the most relevant changes and up-to-date details of the Inner Detector and of the calorimeters (e.g. the barrel cryostat) have been included. The impact of photon conversions on the mass resolution and on the signal reconstruction efficiency has thus been realistically evaluated.

Isolated photons have been reconstructed by applying the standard photon identification criteria, as described in Section 7.5.1. Both unconverted and converted photons have been used and the electromagnetic shower energy has been reconstructed using the procedures described in Chapter 7. The photon identification efficiency has been found to be 80%, approximately independent of $p_T$ in the region of interest.

Simple kinematic cuts, which optimise approximately the significance of the $H \rightarrow \gamma \gamma$ signal over the mass range considered, have been applied:

- The photon candidates, ordered in $p_T$, were required to have transverse momenta in excess of 40 and 25 GeV ($p_T^1 > 40$ GeV and $p_T^2 > 25$ GeV).
- Both photon candidates were required to be in the pseudorapidity interval $|\eta| < 2.4$. Events with one or more photons in the region of the electromagnetic barrel/end-cap transition in an interval of $\Delta \eta = 0.15$, were rejected.

The acceptance of these kinematic cuts increases with $m_H$ and ranges from 29% for $m_H = 80$ GeV to 58% for $m_H = 150$ GeV. It should be noted that, in comparison to the study presented in [19-14], the cut on the $p_T$-balance between the two photons has been removed [19-22]. This increases the signal acceptance by ~16% and the irreducible background by ~9%. The acceptance of the kinematic cuts is given in Table 19-1 as a function of $m_H$. In order to compute signal event rates, these numbers still have to be multiplied by the photon reconstruction efficiency. For $m_H = 90$ GeV, the photon reconstruction efficiency is somewhat lower than the nominal 80% because of the stringent cuts applied to remove the background from $Z \rightarrow ee$ decays (see the discussion of the $Z \rightarrow ee$ background below).

Table 19-1 Cross-sections ($\sigma$), branching ratios (BR), cross-sections times branching ratios ($\sigma \times BR$), acceptances and expected mass resolutions at high luminosity for $H \rightarrow \gamma \gamma$ decays as a function of $m_H$.

<table>
<thead>
<tr>
<th>Higgs mass (GeV)</th>
<th>80</th>
<th>90</th>
<th>100</th>
<th>110</th>
<th>120</th>
<th>130</th>
<th>140</th>
<th>150</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-section (pb)</td>
<td>38.4</td>
<td>32.4</td>
<td>27.8</td>
<td>24.2</td>
<td>21.2</td>
<td>18.8</td>
<td>17.0</td>
<td>15.4</td>
</tr>
<tr>
<td>Branching ratio (%)</td>
<td>0.089</td>
<td>0.119</td>
<td>0.153</td>
<td>0.190</td>
<td>0.219</td>
<td>0.222</td>
<td>0.193</td>
<td>0.138</td>
</tr>
<tr>
<td>$\sigma \times BR$ (fb)</td>
<td>34.2</td>
<td>38.6</td>
<td>42.5</td>
<td>46.0</td>
<td>46.4</td>
<td>41.8</td>
<td>32.8</td>
<td>21.2</td>
</tr>
<tr>
<td>Acceptance</td>
<td>0.29</td>
<td>0.38</td>
<td>0.44</td>
<td>0.48</td>
<td>0.51</td>
<td>0.53</td>
<td>0.55</td>
<td>0.58</td>
</tr>
<tr>
<td>Mass resolution (GeV)</td>
<td>1.11</td>
<td>1.20</td>
<td>1.31</td>
<td>1.37</td>
<td>1.43</td>
<td>1.55</td>
<td>1.66</td>
<td>1.74</td>
</tr>
</tbody>
</table>
The invariant mass of the two photons is reconstructed using the combined information of the EM Calorimeter and the Inner Detector, as discussed in Section 7.8.1.

An example of a reconstructed Higgs mass distribution, obtained after applying the kinematic and photon identification cuts as well as the photon conversion and primary vertex reconstruction algorithms, is shown in Figure 19-1. It has been obtained from a fully simulated sample of $H \rightarrow \gamma\gamma$ decays with $m_H = 100$ GeV, including the minimum-bias pile-up expected at high luminosity. The overall mass resolution, $\sigma$, is found to be 1.31 GeV. The various contributions to the total mass resolution are discussed in detail in Section 7.8.1. The interval of ±1.46 around the nominal Higgs mass, which is used for the evaluation of the signal significance, contains 79% of the fully simulated $H \rightarrow \gamma\gamma$ events. For a Gaussian distribution, this fraction is expected to be 83.8%. At low luminosity, the $\gamma\gamma$ mass resolution can be improved, since the pile-up contribution to the energy resolution of the calorimeter is largely reduced and the vertex can be reconstructed from the associated tracks. For example, for $m_H = 100$ GeV the mass resolution improves from 1.31 GeV to 1.10 GeV.

Irreducible background

The irreducible background consists of genuine photon pairs produced via the following three processes: Born ($q\bar{q} \rightarrow \gamma\gamma$), box ($g g \rightarrow \gamma\gamma$), and quark bremsstrahlung ($qg \rightarrow q\gamma \rightarrow q\gamma\gamma$). The production cross-section for the sum of the Born and box processes is of the order of 1 pb/GeV in the two-photon mass range around 100 GeV. In the bremsstrahlung process, only the small fraction of events with isolated photons in the final state pass the selection criteria. It has been demonstrated [19-23] that their contribution, as generated using PYTHIA, is in good agreement with semi-analytical calculations [19-24]. After isolation cuts, this background amounts to about 50% of the combined Born plus box contribution, and has been included in the simulations by correspondingly scaling these backgrounds. The expected numbers of $\gamma\gamma$ background events in the relevant mass windows are given in Table 19-2.

Reducible background

In addition to the irreducible $\gamma\gamma$ background, other potentially large background sources have to be considered. These include jet-jet and $\gamma$-jet events in which one or both jets are misidentified as photons, as well as $Z \rightarrow ee$ decays, where both electrons are mistaken as photons. Since the production cross-sections for these processes are many orders of magnitude larger than the signal cross-sections, excellent photon/jet and photon/electron discrimination are required.

For pairs of calorimeter clusters which pass the kinematic cuts and have an invariant mass in the range from 70 GeV to 170 GeV, the ratios of the jet-jet and $\gamma$-jet cross-sections to the irreducible $\gamma\gamma$ cross-section are $2 \times 10^6$ and $8 \times 10^2$ respectively. There are large uncertainties on these ratios and on the fraction of jets which are expected to satisfy the photon identification criteria, arising
from higher-order corrections and from uncertainties in jet fragmentation. In order to reduce these backgrounds to a level well below that of the irreducible $\gamma\gamma$ continuum, rejection factors of $2 \times 10^7$ and $8 \times 10^3$ are required.

These rejection factors have been realistically evaluated by using large samples of fully simulated two-jet events, as described in Section 7.6. The rejection factors were then applied to estimate the cross-sections for the reducible jet-jet and $\gamma$-jet backgrounds relative to the irreducible $\gamma\gamma$-background. The results are shown in Figure 19-2 as a function of the two-photon invariant mass $m_{\gamma\gamma}$. After applying the full photon identification cuts from the calorimeter and the Inner Detector, the residual jet-jet and $\gamma$-jet backgrounds are found to be at the level of approximately 15% and 20%, respectively, of the irreducible $\gamma\gamma$ background over the mass range relevant to the $H \rightarrow \gamma\gamma$ search.

**Z → ee background**

For Higgs boson masses close to $m_Z$, the resonant background from $Z \rightarrow ee$ decays is potentially very dangerous. This background has a production cross-section roughly 25,000 times larger than that of the $H \rightarrow \gamma\gamma$ signal. Therefore, a rejection of ~ 500 per electron is needed to reduce it to a level below 10% of the expected $H \rightarrow \gamma\gamma$ signal. This requires that the Inner Detector vetoes electron tracks with very high efficiency.

Two classes of $Z$-decays have been studied with particular care in order to evaluate the expected veto efficiency. The first class consists of $Z \rightarrow ee$ (or $\mu\mu$) radiative decays with one or two photons in the final state. A careful study of these decays, which included initial- and final-state photon radiation [19-25], has shown that they produce final states for which the invariant mass of the $\gamma\gamma$ (or $\gamma e$ pair) is no longer resonant, as shown by the dashed histogram in Figure 19-3. If an electron veto efficiency of 99.8% is assumed, approximately equal contributions from $\gamma\gamma$ and $\gamma e$ radiative pairs are found. The contribution from $Z \rightarrow \mu\mu\gamma\gamma$ decays corresponds to about 20% of the total contribution from $Z \rightarrow ee$ radiative decays. Since the $Z$ radiative decay background is smooth above 80 GeV, and is much smaller than the irreducible $\gamma\gamma$ background, it can be neglected.
The second class of background from $Z \rightarrow ee$ decays consists of events where both electrons are misidentified as photons after undergoing very hard bremsstrahlung in the material of the Inner Detector at small radius (beam pipe and vertexing layers). As discussed in Section 7.7, detailed studies on the reconstruction of electrons with a $p_T$ of 40 GeV over the full pseudorapidity coverage have been performed. Using an electron/photon separation algorithm based on two complementary pattern recognition programs and a photon conversion finder, an electron veto inefficiency as low as 0.19% can be reached for $Z \rightarrow ee$ events at the expense of an additional inefficiency for photon identification. The efficiency loss for photons depends on the luminosity. For a sample of $H \rightarrow \gamma\gamma$ events, it has been estimated to be 3.3% at low luminosity and 5.6% at high luminosity. The loss of signal efficiency has been included in the calculation of the expected event rates for $m_H = 90$ GeV. Figure 19-3 shows the expected $\gamma\gamma$ mass distribution for the remaining $Z \rightarrow ee$ events after applying the track veto described above. The rms width of the peak is found to be 4.4 GeV, which is therefore significantly larger than the expected one for normal $Z \rightarrow ee$ background and for $H \rightarrow \gamma\gamma$ events in this mass range. Although the residual $Z \rightarrow ee$ background remains resonant, its contribution to the $H \rightarrow \gamma\gamma$ signal for $m_H = m_Z$ is less than 10%.

**Signal Observability**

The expected $H \rightarrow \gamma\gamma$ signal significances, defined for each mass point as $S/B$, where $S$ and $B$ are the numbers of accepted signal and background events in the chosen mass window of $\pm 1.4\sigma_m$, are given in Table 19-2 for an integrated luminosity of 100 fb$^{-1}$. The contributions from the irreducible and reducible backgrounds are accounted for in these estimates. In addition to the signal events from direct production, events from the associated production of a Higgs boson with a $W$ or $Z$ boson or a $t\bar{t}$-pair have been included in the signal. Due to the larger hadronic activity in the events arising from associated production, the efficiency of the photon isolation cuts is slightly lower than the values found for the direct production (see Section 19.2.2.2).

<table>
<thead>
<tr>
<th>Higgs mass (GeV)</th>
<th>80</th>
<th>90</th>
<th>100</th>
<th>110</th>
<th>120</th>
<th>130</th>
<th>140</th>
<th>150</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal events (direct production)</td>
<td>502</td>
<td>655</td>
<td>947</td>
<td>1110</td>
<td>1190</td>
<td>1110</td>
<td>915</td>
<td>617</td>
</tr>
<tr>
<td>Signal events (WH, ZH, t\bar{t}H production)</td>
<td>85</td>
<td>76</td>
<td>98</td>
<td>97</td>
<td>93</td>
<td>76</td>
<td>58</td>
<td>35</td>
</tr>
<tr>
<td>$\gamma\gamma$ background</td>
<td>41 700</td>
<td>41 000</td>
<td>41 400</td>
<td>35 000</td>
<td>29 000</td>
<td>24 700</td>
<td>20 600</td>
<td>16 900</td>
</tr>
<tr>
<td>Jet-jet background</td>
<td>5400</td>
<td>5600</td>
<td>5950</td>
<td>5300</td>
<td>4600</td>
<td>4100</td>
<td>3550</td>
<td>3050</td>
</tr>
<tr>
<td>$\gamma$-jet background</td>
<td>12500</td>
<td>10600</td>
<td>9100</td>
<td>7000</td>
<td>5800</td>
<td>4900</td>
<td>4100</td>
<td>3400</td>
</tr>
<tr>
<td>$Z \rightarrow ee$ background</td>
<td>-</td>
<td>&lt;70</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Stat. significance for 100 fb$^{-1}$</td>
<td>2.4</td>
<td>3.1</td>
<td>4.4</td>
<td>5.6</td>
<td>6.5</td>
<td>6.5</td>
<td>5.8</td>
<td>4.3</td>
</tr>
<tr>
<td>Stat. significance for 30 fb$^{-1}$</td>
<td>1.5</td>
<td>1.9</td>
<td>2.7</td>
<td>3.4</td>
<td>3.9</td>
<td>4.0</td>
<td>3.5</td>
<td>2.6</td>
</tr>
</tbody>
</table>
For an integrated luminosity of 100 fb\(^{-1}\), a Standard Model Higgs boson in the mass range between 105 GeV and 145 GeV can be observed with a significance of more than 5\(\sigma\) by using the \(H \rightarrow \gamma\gamma\) channel alone. Table 19-2 also contains the estimated significances of the \(H \rightarrow \gamma\gamma\) channel for an integrated luminosity of 30 fb\(^{-1}\), corresponding to the first three years of LHC operation. The significances at low luminosity have been evaluated by taking the resulting improvements in mass resolution and background rejection into account. A signal in the \(\gamma\gamma\) channel can only be seen in this case with a significance of \(\sim 4\sigma\) over a narrow mass range between 120 and 130 GeV.

The significances quoted in Table 19-2 are slightly higher than the ones given in the Technical Proposal. The main reason for this is the removal of the so called \(p_T\)-balance cut, which was applied in order to suppress bremsstrahlung background. Although without this cut the background increases, there is a net gain in the significance. Another reason is the slightly improved mass resolution which is mainly due to a more sophisticated photon energy reconstruction, separating converted and non-converted photons. These gains are somewhat offset by the higher reducible background.

As an example of signal reconstruction above background, Figure 19-4 shows the expected signal from a Higgs boson with \(m_H = 120\) GeV for an integrated luminosity of 100 fb\(^{-1}\). The \(H \rightarrow \gamma\gamma\) signal is clearly visible above the smooth \(\gamma\gamma\) background, which is dominated by the irreducible continuum of real photon pairs.

![Figure 19-4](image-url)

**Figure 19-4** Expected \(H \rightarrow \gamma\gamma\) signal for \(m_H = 120\) GeV and for an integrated luminosity of 100 fb\(^{-1}\). The signal is shown on top of the irreducible background (left) and after subtraction of this background (right).

### 19.2.2.2 Associated production: \(WH, ZH\) and \(t\bar{t}H\)

The production of the Higgs boson in association with a W or a Z boson or with a \(t\bar{t}\) pair can also be used to search for a low-mass Higgs boson. The production cross-section for the associated production is almost a factor 50 lower than for the direct production, leading to much smaller signal rates. If the associated W/Z boson or one of the top quarks is required to decay leptonically, thereby leading to final states containing one isolated lepton and two isolated photons, the signal-to-background ratio can nevertheless be substantially improved with respect to the direct production. In addition, the vertex position can be unambiguously determined by the lepton charged track, resulting in better mass resolution at high luminosity than for the case of direct \(H \rightarrow \gamma\gamma\) production.
There are many sources of reducible and irreducible backgrounds, which have been evaluated in a recent study [19-26]. The signal reconstruction proceeds along similar lines to the case of direct production. Two isolated photons and one lepton are searched for over $|\eta| < 2.4$. Simple kinematic cuts are applied, requiring that the transverse momenta of the photons and of the lepton exceed 25 GeV. As for direct $H \rightarrow \gamma\gamma$ production, events with one or more photons or the lepton in the crack region between the barrel and the end-cap calorimeter, in a region of $\Delta\eta = 0.15$, are rejected. In order to suppress the reducible background from QCD jet and $t\bar{t}$ production and from final-state photon radiation, additional isolation criteria are applied: the distance $\Delta R$ between each photon and each reconstructed jet cluster is required to be larger than 0.4. This separation criterion is also applied to the $\gamma\gamma$ and $\gamma l$ separation, i.e. $\Delta R_{\gamma\gamma} > 0.4$ and $\Delta R_{\gamma l} > 0.4$. After applying these cuts, the signal acceptance for $m_H = 100$ GeV is found to be 31% for $WH$ and $ZH$ events and 29% for $t\bar{t}H$ events. The slightly lower acceptance for $t\bar{t}H$ events is due to the larger jet activity in these events, which affects the efficiency of the separation criteria described above. These acceptances have to be multiplied by the reconstruction efficiencies for the photons and leptons. These have been estimated using fully simulated signal events and found to be compatible with those assumed for direct $H \rightarrow \gamma\gamma$ production, thereby indicating that the separation criteria quoted above lead to reconstructed final states with well isolated photons and leptons. The mass dependence of the acceptance is given in Table 19-3 for Higgs boson masses in the range between 80 and 140 GeV.

The irreducible background has been evaluated by considering the $W\gamma\gamma$, $Z\gamma\gamma$, $t\bar{t}\gamma\gamma$ and $b\bar{b}\gamma\gamma$ processes. In particular, radiation of photons from the leptons in the final state has been found to be compatible with those assumed for direct $H \rightarrow \gamma\gamma$ production, thereby indicating that the separation criteria quoted above lead to reconstructed final states with well isolated photons and leptons. The mass dependence of the acceptance is given in Table 19-3 for Higgs boson masses in the range between 80 and 140 GeV.

There are also many sources of reducible backgrounds. Final states containing one, two or three jets in association with a lepton or a photon, such as $\gamma\gamma$-jet, $\gamma l$-jet, $\gamma\gamma$-jet-jet and jet-jet-jet, have been considered [19-26]. In each case, the $\gamma$/jet or lepton/jet rejection factors, as determined from the full detector simulation (see Sections 7.4 and 7.6), have been applied. The total reducible background is estimated to be at the level of 20 - 30% of the irreducible one over the mass range considered, as shown in Table 19-3. The main contributions to the remaining reducible background arise from $t\bar{t}$ to $\gamma\gamma$-jet final states, from associated $\gamma\gamma$-jet production, and from associated $W\gamma$-jet $\rightarrow l\gamma$-jet final states.

For the determination of the signal significance, only events in the mass window $m_H \pm 1.4\sigma$ are considered. Compared to direct $H \rightarrow \gamma\gamma$ production, the mass resolution at high luminosity is slightly improved, due to the precise determination of the $z$-position of the vertex by the lepton track. As an example, for $m_H = 100$ GeV, the mass resolution improves from 1.31 GeV to 1.23 GeV. Results from full simulation described in Section 19.2.2 show that, the acceptance in the mass window is 79%.
Using Poisson statistics, the probability to observe a statistical fluctuation in the background such that the total number of observed events would be larger than the sum of signal and background events, has been evaluated. The results, expressed in the usual units of Gaussian standard deviations, are given in the last row of Table 19-3. The statistical significances in this channel are found to be around \(4.3\sigma\) for masses in the range between 100 and 120 GeV. The observation of this channel therefore represents an independent confirmation of a possible Higgs boson discovery for integrated luminosities above 100 fb\(^{-1}\). It would also provide valuable information for the determination of the Higgs couplings to vector bosons and to the top quark. Because of the very small signal rate, this channel is not believed to have any discovery potential at low luminosity.

### 19.2.2.3 Associated production: \(H + \text{jet} \rightarrow \gamma \gamma + \text{jet}\)

It has been argued that the observability of a Higgs boson in the \(\gamma \gamma\) decay mode can be improved at the LHC by considering the associated production of a Higgs boson with one or two hard jets [19-28][19-29].

In addition to higher-order corrections to direct Higgs production (e.g. \(gg \rightarrow Hg\)), there are other production mechanisms which lead to the associated production of a Higgs boson with high-\(p_T\) jets. First there is the WW fusion process, which produces Higgs bosons in association with two jets which appear as tag jets in the forward regions of the detector (see Section 19.2.10). For a low-mass Higgs boson, this contribution to the total production cross-section is, however, only \(\sim 10\%\). Secondly, there is the associated production (\(WH, ZH,\) and \(t\bar{t}H\)), where jets from hadronic decays of the vector bosons or the top quarks are present in the final state. For these processes, jets appear in association with the Higgs boson already at the Born level, whereas they appear as a result of the higher-order QCD corrections for the dominant \(gg\) fusion process. Given the large contribution of the \(gg\) fusion to the total Higgs production cross-section, these higher-order QCD contributions are nevertheless expected to give a large contribution to inclusive \(H+\text{jet}\) production.

A study of the observability of \(H+\text{jet}\) with \(H \rightarrow \gamma \gamma\) production has been recently carried out for the ATLAS detector [19-30]. The cross-sections for the associated production of a Higgs boson with a \(W/Z\) and a \(t\bar{t}\) pair as well as for the WW fusion process have been obtained from the standard PYTHIA event generator. For the \(gg\) fusion process, the available first-order QCD ma-
trix-element calculation, i.e. at order $\alpha_s^3$, [19-31] has been used. Unfortunately, such calculations are not available now for the dominant irreducible $\gamma\gamma$ background. A calculation exists for the $q\bar{q}$ subprocess, but not for the $gg$ box-contribution. Due to the lack of a complete calculation for the $\gamma\gamma$ background, any such study would suffer at present from large uncertainties in the background estimates. A consistent treatment of the signal and the background can only be done when appropriate higher-order calculations will be available for both. In the analysis presented below, the signal contribution from direct $H \rightarrow \gamma\gamma+\text{jet}$ production is estimated by using both the parton-shower approach and the available first-order matrix-element calculation. The results from both these approaches are used to estimate the uncertainties on the signal significance in this channel.

In the analysis, $H+\text{jet} \rightarrow \gamma\gamma+\text{jet}$ final states are selected by applying the following criteria:

- Two isolated photons with $p_T^1 > 60$ GeV and $p_T^2 > 40$ GeV, within $|\eta| < 2.4$. As for the direct $\gamma\gamma$ analysis, events with photons in the barrel/end-cap transition region ($\Delta\eta = 0.15$) are rejected. In addition, a threshold on the transverse momenta of the photon system is also required $p_T^{\gamma_1+\gamma_2} > 50$ GeV.
- At least two reconstructed jets with:
  
  $E_T > 40$ GeV over $|\eta| < 2.4$ or $E > 800$ GeV over $2.4 < |\eta| < 4.6$.

- The distance $\Delta R$ between the jet and each photon is required to be $\Delta R > 1.5$. This cut is introduced to suppress bremsstrahlung contributions, where photons are radiated from the final-state quarks.

The expected numbers of signal and background events after applying this selection are given in Table 19-4 for an integrated luminosity of 100 fb$^{-1}$. The numbers shown in Table 19-4 for the expected signal rates demonstrate clearly that they depend strongly on the method chosen to generate the events. If the matrix-element approach is used, the $gg$ fusion process accounts for most of the signal rate. The respective contributions of $WW$ fusion and associated production amount to 35% and 10% of the total signal rate. In contrast, if the parton-shower approach is used, the contribution to the signal from direct $H+\text{jet}$ production via $gg$ fusion is decreased by a factor of 10, resulting in a total signal which is lower by a factor of two.

The dominant background contribution arises from quark bremsstrahlung. It should, however, be noted that, due to the lack of a complete higher-order calculation, the contribution from the $\gamma\gamma$ irreducible background has been estimated using the parton-shower approach, which most likely leads to an underestimate of the real contribution, as indicated by the results obtained for the signal.

Estimates of the signal significance are given in Table 19-4 for both approaches (matrix-element and parton-shower). In the absence of an appropriate $\gamma\gamma$ background calculation in the case of the matrix-element approach, the parton-shower estimate for this background has been scaled up by the same factor of 10 as found for the signal. In all cases, the significances shown in Table 19-4 are lower than those obtained for the inclusive direct $H \rightarrow \gamma\gamma$ signal, in addition to being affected by large theoretical uncertainties.

In summary, it might be possible to enhance the significance of a low-mass Higgs boson discovery in the $\gamma\gamma$ channel at the LHC, by looking for the associated production of $H \rightarrow \gamma\gamma$ decays with two jets. The simulated signal rate itself is very sensitive to the method used to generate the events. Given the large uncertainties reported here, this channel may be of interest as a confir-
In a similar analysis, the associated production of a Higgs boson with a single jet, as suggested in [19-29], has also been investigated and the details are reported in [19-30]. In this case also, a better theoretical understanding is needed before large signal significances can be claimed.

19.2.3 \( H \rightarrow Z \gamma \)

\( H \rightarrow Z \gamma \) is another rare decay mode of the Standard Model Higgs boson. As in the case of the \( \gamma \gamma \) decay, the branching ratio for this channel is only significant in the limited mass range between 100 and 160 GeV. In addition, it has to be multiplied by the \( Z \rightarrow ll \) branching ratio, which is about 6.6% (electrons and muons). The production cross-section times branching ratio is below 2.6 fb in the mass range 120 - 160 GeV. Both the signal and the backgrounds have been evaluated using the fast simulation, and the sensitivity is found to be below 1.4 \( \sigma \) with a signal-to-background ratio of 2.5% [19-32].

<table>
<thead>
<tr>
<th>Higgs mass (GeV)</th>
<th>100</th>
<th>120</th>
<th>140</th>
</tr>
</thead>
<tbody>
<tr>
<td>( gg, qg, qg \rightarrow H + g (q) ) (matrix-element)</td>
<td>36</td>
<td>56</td>
<td>52</td>
</tr>
<tr>
<td>( gg, qg \rightarrow H ) (parton-shower)</td>
<td>3</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>WW fusion (( qq \rightarrow qq H ))</td>
<td>24</td>
<td>35</td>
<td>30</td>
</tr>
<tr>
<td>Associated production (( WH/ZH, ttH ))</td>
<td>9</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>Total signal (matrix-element)</td>
<td>70</td>
<td>101</td>
<td>90</td>
</tr>
<tr>
<td>Total signal (parton-shower)</td>
<td>36</td>
<td>51</td>
<td>47</td>
</tr>
<tr>
<td>( \gamma \gamma ) irreducible background</td>
<td>16</td>
<td>30</td>
<td>39</td>
</tr>
<tr>
<td>Bremsstrahlung: ( qg \rightarrow g \gamma, qg \rightarrow q \gamma )</td>
<td>113</td>
<td>67</td>
<td>100</td>
</tr>
<tr>
<td>Total background</td>
<td>129</td>
<td>97</td>
<td>139</td>
</tr>
<tr>
<td>Total background (scaled, see text)</td>
<td>273</td>
<td>367</td>
<td>490</td>
</tr>
<tr>
<td>Statistical significance (matrix-element and scaled background, see text)</td>
<td>4.2</td>
<td>5.3</td>
<td>4.1</td>
</tr>
<tr>
<td>Statistical significance (parton-shower)</td>
<td>3.2</td>
<td>5.2</td>
<td>4.0</td>
</tr>
</tbody>
</table>
19.2.4 $H \rightarrow b\bar{b}$

19.2.4.1 General considerations

If the mass of the Standard Model Higgs boson is lighter than $2 m_W$, the $H \rightarrow b\bar{b}$ decay mode is dominant with a branching ratio of $\sim 90\%$. The observation of such a characteristic signature would be important for both the Higgs discovery and for the determination of the nature of any resonance observed in this mass region. Since the direct production, $gg \rightarrow H$ with $H \rightarrow b\bar{b}$, cannot be efficiently triggered nor extracted as a signal above the huge QCD two-jet background, the associated production with a $W$ or $Z$ boson or a $t\bar{t}$ pair remains as the only possible process to observe a signal from $H \rightarrow b\bar{b}$ decays. The leptonic decays of the $W$ boson or semi-leptonic decays of one of the top quarks provide an isolated high-$p_T$ lepton for triggering. In addition, requiring this high-$p_T$ lepton provides a large rejection against background from QCD jet production. The Higgs-boson signal might thus be reconstructed as a peak in the invariant jet-jet mass spectrum of tagged $b$-jets.

Both the $WH$ and the $t\bar{t}H$ channels have already been studied for the ATLAS Technical Proposal [19-14]. The analysis was complex and it became clear that excellent $b$-tagging capabilities are needed. The major difficulties in extracting a reliable signal from either of these two channels are the combination of a small signal and the need for an accurate control of all the background sources. The analyses have been repeated for this document, using the expected performance of the final ATLAS detector configuration. In the case of the $t\bar{t}H$ channel, the analysis has also been significantly improved. In the new analysis presented here, both top-quark decays are completely reconstructed. This provides a significantly better signal-to-background ratio and a reduction of the combinatorial problem in the $b$-jet assignment to the Higgs boson decay.

Other channels involving $H \rightarrow b\bar{b}$ decays have been suggested in the literature [19-33]. They have so far not been considered by ATLAS for the following reasons:

- $ZH$ production with $Z \rightarrow ll$: this channel would provide a rate about six times lower than the $WH$ channel. In addition, although $t\bar{t}$ production does not contribute significantly to the background in this channel, $gg \rightarrow Zb\bar{b}$ production with $Z \rightarrow ll$ is only a factor 1.8 smaller in rate than the $Wb\bar{b}$ background with $W \rightarrow l\nu$, and the signal-to-background ratio would therefore not be significantly improved with respect to the $WH$ channel.

- $ZH$ production with $Z \rightarrow \nu\nu$: it would be difficult to trigger efficiently on such final states. In addition, this channel suffers from potentially very large experimental backgrounds, given the rather low $E_T^{miss}$ expected for the signal.

- $b\bar{b}H$ production: this process is also difficult to trigger on with high efficiency. However, $b\bar{b}H$ production may be significantly enhanced in supersymmetric extensions of the Standard Model and a detailed study has been carried out in the MSSM framework (see Section 19.3.2.8). This study has shown that, even if the trigger problem is ignored, a signal can only be extracted for large values of $\tan\beta$, where the enhancement is large. Therefore, this channel does not provide any discovery potential for the Standard Model Higgs boson.

In the following, the main features of the analyses of the $WH$ (search for $l\nu b\bar{b}$ final states [19-34]) and $t\bar{t}H$ (search for $lvjbb\bar{b}b$ final states [19-35]) channels are summarised. These analyses have been performed using the fast simulation (see Section 2.5). Crucial aspects of the $b$-tagging performance (see Section 10.6) and of the invariant mass reconstruction of $b$-jet pairs (see Section 9.3) are in agreement with the results obtained from the full detector simulation.
Table 19-5 shows the production cross-sections for the signal with $m_H = 100$ GeV and for some important background processes. The signal cross-sections for $H \rightarrow b\bar{b}$ (WH production) and $H \rightarrow jj b\bar{b}$ (tH production) final states are of the same order. The reducible backgrounds from $W+\text{jet} \text{ and } t\bar{t}$ production are huge, with cross-sections orders of magnitudes larger than the signal cross-sections. In addition to the large non-resonant backgrounds, there is also $WZ$ production, which constitutes a dangerous resonant background for the $WH$ signal.

Some of the features of the event topology are common to both channels:

- One trigger lepton with $p_T > 20$ GeV (electron) or $p_T > 6$ GeV (muon) within $|\eta| < 2.5$. At high luminosity, these respective $p_T$-thresholds are raised to 30 GeV and 20 GeV.

- Jets from $H \rightarrow b\bar{b}$ decay with $p_T > 15$ GeV and within $|\eta| < 2.5$. Reconstructed jet energies are recalibrated on average back to the original parton energies. After recalibration, the jet-jet mass peak from $H \rightarrow b\bar{b}$ decays is positioned at the nominal Higgs-boson mass. About 85% of the events are reconstructed inside a mass window of $\pm 22$ GeV around the nominal Higgs-boson mass. The $b$-tagging performance is simulated assuming the nominal efficiencies of respectively 60% and 50% at low and high luminosity. It should be noted, that the expected numbers of signal and background events, and, in particular, the ratio of reducible to irreducible background, depend on the optimisation of the $b$-tagging efficiency versus the rejection of non-$b$ jets. A detailed study of this important issue is presented in Chapter 10.

Because of the quite different final-state topologies and of the different backgrounds in the $WH$ and $t\bar{t}H$ channels, the final selection criteria are different for each channel and are described in the following.

### 19.2.4.2 WH channel

The background to the $WH$ channel can be divided into three classes.

- Irreducible background from $WZ \rightarrow l\nu b\bar{b}$ and from $Wb\bar{b}$ production. The former produces a peak at $m_Z$ in the $b\bar{b}$ mass distribution, and is therefore of special concern. The latter is dominated by $q\bar{q} \rightarrow Wg \rightarrow Wb\bar{b}$, and also has a small contribution from $q\bar{q} \rightarrow W^* \rightarrow t\bar{t} \rightarrow Wb\bar{b}$.

- Reducible background with at least two $b$-quarks in the final state, which arises predominantly from $t\bar{t} \rightarrow WWh\bar{b}$ and, to a lesser extent, from single top production through $gg \rightarrow t\bar{t}q \rightarrow Wb\bar{b} + q$.

- Reducible background containing jets misidentified as $b$-jets, which arises mainly from $W+jet$ production. Its magnitude depends critically on the quality of the $b$-tagging.
In order to reduce these large backgrounds, the following selection criteria are applied:

- At least one isolated trigger lepton, fulfilling the pre-selection requirements described above.
- Two tagged $b$-jets fulfilling the pre-selection requirements described above.
- Lepton veto: no additional lepton is reconstructed with $p_T > 6$ GeV and within $|\eta| < 2.5$.
- Jet veto: no additional jets are reconstructed with $p_T > 15$ GeV within $|\eta| < 5.0$. This veto is applied mostly to reject the large $t\bar{t}$ background.
- Mass cut: events are kept if the invariant mass of the two tagged $b$-jets is reconstructed in a mass window of $\pm 22$ GeV (i.e. around $\pm 2\sigma_m$) around the nominal Higgs-boson mass.

The total expected kinematic acceptances, excluding the $b$-tagging and lepton identification and reconstruction efficiencies, are 12.5% for signal, 1.4% for $Wjj$ and 0.2% for $t\bar{t}$. The jet veto alone reduces the $t\bar{t}$ background by a factor of 30. The signal acceptance has been estimated to be 82% in a mass window of $\pm 20$ GeV from full simulation studies (see Section 9.3.2).

The expected numbers of signal and background events in the chosen mass window are given in Table 19-6 for three different Higgs-boson masses and for an integrated luminosity of 30 fb$^{-1}$. The background is dominated by $Wjj$ events and decreases rapidly with increasing mass. Over the mass range considered here, the ratio between the reducible and irreducible background is about 70%. With increasing $m_H$, the signal production cross-section decreases, but the backgrounds from $Wb\bar{b}$, $Wjj$ and $Wjb$ are also about a factor of two lower for $m_H = 120$ GeV than for $m_H = 80$ GeV.

The invariant $b\bar{b}$ mass distributions for the signal and background events passing the selection criteria are shown in Figure 19-5. The residual $t\bar{t}$ and $Wjj$ background distributions are reasonably flat. The $Wb\bar{b}$ background peaks however around 60 GeV and the $WZ$ resonant background obviously peaks around $m_Z$.

The expected $WZ$ background contribution is shown above the sum of the non-resonant continuum backgrounds in Figure 19-6, for an integrated luminosity of 30 fb$^{-1}$. An example of the expected $H \rightarrow b\bar{b}$ signal is shown in Figure 19-7 for $m_H = 100$ GeV. These figures illustrate the difficulty of extracting a resonant signal from $b\bar{b}$ pairs in this mass range, due to the low expected signal-to-background ratios and the rapidly varying shape of the summed background, which for the present selection is peaked around 80 GeV. For more details see [19-36].

<table>
<thead>
<tr>
<th>Higgs mass (GeV)</th>
<th>80</th>
<th>100</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>$WH, H \rightarrow b\bar{b}$</td>
<td>650</td>
<td>416</td>
<td>250</td>
</tr>
<tr>
<td>$WZ, Z \rightarrow b\bar{b}$</td>
<td>540</td>
<td>545</td>
<td>220</td>
</tr>
<tr>
<td>$Wb\bar{b}$</td>
<td>3400</td>
<td>3650</td>
<td>2000</td>
</tr>
<tr>
<td>$t\bar{t} \rightarrow WWb\bar{b}$</td>
<td>2500</td>
<td>3700</td>
<td>3700</td>
</tr>
<tr>
<td>$tb, tbq$</td>
<td>500</td>
<td>740</td>
<td>740</td>
</tr>
<tr>
<td>$Wbj, Wjj$</td>
<td>12500</td>
<td>7600</td>
<td>4160</td>
</tr>
<tr>
<td>$R_{\text{red/irred}}$</td>
<td>0.75</td>
<td>0.70</td>
<td>0.65</td>
</tr>
<tr>
<td>Total background</td>
<td>19440</td>
<td>16235</td>
<td>10820</td>
</tr>
<tr>
<td>$S/B$</td>
<td>3.3%</td>
<td>2.5%</td>
<td>2.3%</td>
</tr>
<tr>
<td>$S/\sqrt{B}$</td>
<td>4.7</td>
<td>3.3</td>
<td>2.4</td>
</tr>
<tr>
<td>$S/\sqrt{B}$ incl. syst. (see text)</td>
<td>3.0</td>
<td>1.9</td>
<td>1.7</td>
</tr>
</tbody>
</table>
Figure 19-5 Invariant $b\bar{b}$ mass distributions for the $WH$ signal and background events, after applying all selection criteria and for an integrated luminosity of 30 fb$^{-1}$: a) $WH$ signal with $m_H = 100$ GeV (solid line) and resonant $WZ$ background (dashed line), (b) $Wb\bar{b}$ background, (c) $t\bar{t}$ background, and (d) $Wjj$ background.

Figure 19-6 Expected $WZ$ signal with $Z \rightarrow b\bar{b}$ above the summed background, for an integrated luminosity of 30 fb$^{-1}$. The dashed line represents the shape of the background.

Figure 19-7 Expected $WH$ signal with $H \rightarrow b\bar{b}$ above the summed background for $m_H = 100$ GeV and for an integrated luminosity of 30 fb$^{-1}$. The dashed line represents the shape of the background.
As shown in Table 19-6, a WH signal might be extracted if one assumes that the various background distributions are all perfectly known. Even in this optimistic scenario, the signal significance is at best $4.7\sigma$ for $m_H = 80$ GeV and is below $3\sigma$ for values of $m_H$ above the ultimate sensitivity expected for LEP2. These numbers correspond to an integrated luminosity of 30 fb$^{-1}$ expected to be reached over three years of initial operation at low luminosity. It is not clear in all cases how to achieve an accurate knowledge of the various backgrounds from the data.

- The most dangerous background from WZ production will be rather precisely measured through the background-free $WZ \rightarrow lvll$ final states. Clearly, the observation of the $WZ, Z \rightarrow b\bar{b}$ final state above the continuum backgrounds would be an important first step in demonstrating the feasibility of extracting a WH signal at larger values of $m_{bb}$.
- The shape and magnitude of the $Wjj$ background can be constrained by varying the $b$-tagging cuts, assuming that this does not bias the $bb$ mass distribution.
- The shape and magnitude of the $t\bar{t}$ background can be constrained by varying the jet-veto cuts, since it has by far the largest sensitivity to these cuts.
- The shape and magnitude of the $Wb\bar{b}$ background cannot be obtained directly from the experimental data and one will have to rely on Monte Carlo simulations, which can to some extent be normalised to the experimental data in the mass regions where no signal from $H \rightarrow b\bar{b}$ decays is expected. If a systematic uncertainty of $\pm 5\%$ on the shape of the $Wb\bar{b}$ background is assumed in the $H \rightarrow b\bar{b}$ signal region, the statistical significances are reduced considerably, as shown in Table 19-6.

Searches for $WH, H \rightarrow b\bar{b}$ final states at high luminosity will be further complicated by the impossibility of applying the tight jet-veto cuts described here (this would result in a substantial increase of the $t\bar{t}$ background) and by the need to increase the jet $p_T$ threshold from 15 GeV to 30 GeV. In addition, the $H \rightarrow b\bar{b}$ mass resolution will be also somewhat degraded and this channel is not considered promising for searches at high luminosity.

In conclusion, the extraction of a signal from $H \rightarrow b\bar{b}$ decays in the WH channel will be very difficult at the LHC, even under the most optimistic assumptions for the $b$-tagging performance and calibration of the shape and magnitude of the various background sources from the data itself.

19.2.4.3 $t\bar{t}H$ channel

The cross-section for associated $t\bar{t}H$ production \cite{19-34}\cite{19-35} is about the same as for WH production (see Table 19-5). The final state is however considerably more complex, since it consists of two $W$ bosons and four $b$-jets. The $W$ bosons and two $b$-jets come from the top-quark decays, and the other two $b$-jets from the Higgs boson decay. For trigger purposes, one of the $W$ bosons is required to decay leptonically, whereas the other one is assumed to decay into a $q\bar{q}$ pair. In order to reliably extract the signal, the analysis requires that both top quarks be fully reconstructed. This method reduces considerably the large combinatorial background in the signal events themselves, since two of the $b$-jets are associated to the top decays, and therefore the remaining two should come from the Higgs boson decay. The signal should appear as a peak in the $m_{bb}$ distribution, above the various background processes, which are classified as follows:

- Irreducible backgrounds, such as resonant $t\bar{t}Z$ and continuum $t\bar{t}bb$ production. Since the $t\bar{t}Z$ cross-section is much smaller than the signal cross-section (see Table 19-5), the resonant background is not a problem in this channel.
• Reducible backgrounds containing jets misidentified as $b$-jets, such as $t\bar{t}jj$, $Wjjjjj$, $WWb\bar{b}jj$, etc. The $Wjjjjj$ and $WWb\bar{b}jj$ backgrounds are suppressed to a large extent by the reconstruction of both top decays.

The following basic selection is applied before the $W$ and top decay reconstruction are performed:

• One trigger lepton, fulfilling the pre-selection requirements described above.
• At least six jets with $p_T > 15$ GeV. The $p_T$ threshold is raised to 30 GeV at high luminosity.
• Exactly four jets tagged as $b$-jets.

The $W$ bosons are reconstructed from the jets not tagged as $b$-jets and from the reconstructed lepton and the neutrino. In the case of the leptonic decay, the $W$ mass constraint is used to determine the longitudinal component of the neutrino. In order to improve the mass resolution for the reconstructed top quarks, the jet-jet invariant mass (within a $\pm 25$ GeV window around $m_W$) is also corrected to the nominal $W$ mass, by scaling the corresponding four-vectors. Ambiguities arise in the pairing of the two $W$ bosons with two of the four $b$-jets. These ambiguities are resolved by selecting from all $lvb-jjb$ combinations the one which minimises $\chi^2 = (m_{jjb} - m_t)^2 + (m_{lvb} - m_t)^2$. It has been checked using the background samples [19-35], that this procedure does not introduce artificial peaks in the reconstructed mass spectrum of the two remaining $b$-jets. It should be noted that the reconstruction of the top signal is used to suppress background from $W+jet$ events, but mainly to minimise the combinatorial background from the signal events themselves.

Most of the results presented below come from fast simulation of signal and background events. The quoted resolutions and acceptances have been confirmed with the full simulation of signal events for low-luminosity operation, see Section 9.3.4 and Section 2.5.

**Figure 19-8** For fully simulated and reconstructed events (the $W \rightarrow l\nu$ reconstructed with fast simulation) the reconstructed top mass from $t \rightarrow l\nu b$ decays in $t\bar{t}H$ signal events with $m_H = 100$ GeV and for low-luminosity performance after the $\chi^2$ selection (see text).

**Figure 19-9** Same as Figure 19-8, but for the reconstruction of $t \rightarrow jjb$ decays.
The distributions of the reconstructed top masses ($m_{t\nu b}$ and $m_{jjb}$) for fully simulated events are shown in Figures 19-8 and 19-9 for $t\bar{t}H$ signal events with $m_{t\bar{t}} = 100$ GeV (see also Section 9.3.4). It should be noted that, due to the $\chi^2$ selection, the mass distributions are somewhat biased towards the nominal top mass and therefore do not represent a true measure of the mass resolution. To further reject wrongly reconstructed top decays, only those events are kept, for which both top masses have been reconstructed to lie within $\pm 20$ GeV (i.e. $\pm 2\sigma$) around the nominal top mass. This requirement is fulfilled by 66% of the reconstructed events. This acceptance must be convoluted with the acceptance of the kinematic cuts, which is 21.9%. This has still to be multiplied by the lepton and $b$-tagging efficiencies, for which the nominal values of 90% and 60% at low luminosity have been assumed. Multiplying these numbers leads to a total acceptance of 1.7% for $t\bar{t}H \rightarrow l \nu jj b\bar{b} b\bar{b}$ events at low luminosity.

At high luminosity, the $p_T$ thresholds for the lepton and the jets are raised to 30 GeV. This results in a decrease of the acceptance of the kinematic cuts to 88% of their low luminosity value. In addition, the $b$-tagging efficiency is reduced from 60% to 50%. The top reconstruction efficiency is not significantly affected, and the total acceptance for $t\bar{t}H \rightarrow l \nu jj b\bar{b} b\bar{b}$ events is reduced to 0.7% at high luminosity.

For events passing all cuts, the $b\bar{b}$ invariant mass, $m_{b\bar{b}}$, is computed and a final cut is applied to select events in a mass window around the nominal Higgs-boson mass. The $m_{b\bar{b}}$ distribution of reconstructed fully simulated signal events is shown in Figure 19-10 for a Higgs-boson mass of 100 GeV at low luminosity. In the fast simulation used in this analysis, the Higgs-boson mass is reconstructed with a resolution of $\sigma = 19$ GeV, in good agreement with the results obtained from full simulation, $\sigma = 20$ GeV, which are discussed in Section 9.3.4. For a significant fraction of the signal events, the assignment of the various jets is not correct, and results in the presence of non-negligible combinatorial background from the signal itself as shown in Figure 19-10. The shaded histogram represents those events for which the jet assignments in the Higgs boson reconstruction are correct.

At low luminosity, the mass window cut is chosen to be $\pm 30$ GeV, and has an efficiency of 41% for signal events. For 64% of the events in this mass window, the jet assignment is correct. At high luminosity, the mass resolution is degraded from 19 GeV to 22 GeV. In this case, a mass window of $\pm 45$ GeV around the nominal Higgs-boson mass has been used, resulting in an acceptance of about 50%. At high luminosity, the fraction of events in the mass window, for which the jet assignments are correct, is reduced to about 50%. Detailed numbers for the fraction of correctly reconstructed $H \rightarrow b\bar{b}$ events in the signal are included in Tables 19-7 and 19-8, where the expected numbers of signal and background events are given at low and high luminosity, respectively.
The $m_{bb}$ distributions for the summed signal and background events are shown in Figures 19-11 and 19-12, respectively for Higgs-boson masses of 100 and 120 GeV and for an integrated luminosity of 100 fb$^{-1}$ (30 fb$^{-1}$ with low-luminosity operation and 70 fb$^{-1}$ with high-luminosity operation). The summed background is shown by the dashed line, and the points with error bars represent the result of a single experiment.

The expected numbers of signal and background events accepted by the full reconstruction chain are given in Tables 19-7 and 19-8, for Higgs-boson masses of 80, 100 and 120 GeV, and for integrated luminosities of 30 and 100 fb$^{-1}$ respectively. The dominant background after these selection and reconstruction criteria is the irreducible, non-resonant $t\bar{t}jj$ background. Since top-quark production will be studied extensively in ATLAS (see Section 18.1), the shape of this background will be measured. To reject any potential contribution of a Higgs-boson signal in the determination of the background shape, a $b$-jet veto will most likely have to be used. Assuming that the shape of this background is known, the significance for the Higgs boson discovery in this channel exceeds $5\sigma$ in the low-mass range up to about 100 GeV for an integrated luminosity of 30 fb$^{-1}$.

The numbers given in Table 19-8 assume high luminosity performance. If the significance for an integrated luminosity of 100 fb$^{-1}$ is computed from a combination of the significances reached for 30 fb$^{-1}$ at low luminosity and for 70 fb$^{-1}$ at high luminosity, the discovery window for a Standard Model Higgs boson, where the significance exceeds $5\sigma$ can be extended up to about 120 GeV. An ultimate integrated luminosity of 300 fb$^{-1}$ at the LHC would extend the Higgs boson discovery window in this channel by another 10 GeV to about 130 GeV.

It should be stressed that, due to the complete reconstruction of both top decays, the signal-to-background ratio has improved significantly compared to earlier studies [19-14], and lies in the range between 32% and 56% at low luminosity and between 24% and 47% at high luminosity.

In conclusion, the extraction of a Higgs-boson signal in the $t\bar{t}H$, $H \rightarrow b\bar{b}$ channel appears to be feasible over a wide range in the low Higgs-boson mass region, provided that the two top-quark decays are reconstructed completely with a reasonably high efficiency. This calls for excellent $b$-tagging capabilities of the detector. Another crucial item is the knowledge of the shape of the main residual background from $t\bar{t}jj$ production. If the shape can be accurately determined...
using real data from $t\bar{t}$ production, a Higgs-boson signal could be extracted with a significance of more than 5$\sigma$ in the mass range from 80 to 130 GeV, assuming an integrated luminosity of 300 fb$^{-1}$. For an uncertainty of $\pm5\%$ on the absolute normalisation of the background shape, the discovery window would be reduced to the range between 80 and 125 GeV.

**19.2.5 $H \rightarrow ZZ^* \rightarrow 4l$**

The decay channel $H \rightarrow ZZ^* \rightarrow 4l$ provides a rather clean signature in the mass range between $\sim120$ GeV and 2 $m_Z$, above which the gold-plated channel with two real $Z$ bosons in the final state opens up. The branching ratio is larger than for the $\gamma\gamma$ channel and increases with increasing $m_H$ up to $m_H \sim 150$ GeV. A pronounced dip appears, however, for $150 < m_H < 180$ GeV, because of the opening of the $H \rightarrow WW$ channel. In addition to the irreducible background from $ZZ^*$ and $Z\gamma^*$ continuum production, there are large reducible backgrounds from $t\bar{t}$ and $Zb\bar{b}$ production. Because of the large top production cross-section, the $t\bar{t}$ events dominate at production level; the $Zb\bar{b}$ events contain, however, a genuine $Z$ in the final state, which makes their rejection more difficult. In addition, there is a background from $ZZ$ continuum production, where one of the $Z$ bosons decays into a $\tau^-\tau^+$ pair, with subsequent leptonic decays of the $\tau$-leptons, and the other $Z$ decays into an electron or a muon pair.

In this Section, the potential for a Higgs boson discovery in the $H \rightarrow ZZ^* \rightarrow 4l$ channel is presented. Both electrons and muons are considered in the final state, thus yielding $e^+e^-, e\mu\mu$ and $\mu\mu\mu$ event topologies. Since the detector performance is expected to be somewhat different for these various final states, they have been treated separately in the following. All results on the lepton and Higgs-boson mass reconstruction have been obtained from a full detector simula-
tion. Bremsstrahlung effects have also been taken into account, by using PYTHIA together with the PHOTOS package [19-27]. Background events have been generated using the exact matrix-element calculation [19-37] for the process $gg \rightarrow Zb\bar{b}$, which accounts for about 90% of the total $Zb\bar{b}$ cross-section. For both the $t\bar{t}$ and $Zb\bar{b}$ reducible backgrounds, leptons from cascade decays of $b$-quarks, i.e. not directly produced through $W$-boson or $b$-quark semi-leptonic decays, also contribute significantly to the background and have therefore been included in the event generation.

### 19.2.5.1 First stage of event selection

The signal reconstruction proceeds by selecting four leptons which pass the standard electron and muon identification criteria, as described in Sections 7.2 and 8.1, followed by the simple kinematic cuts:

- Two leptons with $p_T > 20$ GeV and $|\eta| < 2.5$ are required to trigger the experiment.
- Two additional leptons with $p_T > 7$ GeV and $|\eta| < 2.5$ are required.
- One pair of leptons of appropriate charge and flavour is required to have an invariant mass in a window around the $Z$ mass, defined as $m_Z \pm m_{12}$. This cut rejects most of the non-resonant $t\bar{t}$ background.
- The other pair of leptons is required to have an invariant mass, above a certain threshold, defined as $m_{34}$ threshold. This cut considerably reduces both the contributions from $t\bar{t}$ and $Zb\bar{b}$ cascade decays and from the $\Upsilon^*$ background.

The $p_T$ thresholds for the leptons have been optimised to maintain a good acceptance for the signal at low $m_H$. By optimising the size of the $m_{12}$ window as a function of the Higgs-boson mass, it is possible to recover partially acceptance losses due to $H \rightarrow ZZ^* \rightarrow 4l$ decays, which contribute significantly at the low end of the mass range [19-38]. The optimised values of $m_{12}$ window and $m_{34}$ threshold, used for the various Higgs-boson masses, are given in Table 19-9, together with the acceptance of the kinematic cuts, which is found to vary between $\sim 27\%$ and $\sim 54\%$ for masses between 120 and 180 GeV. The acceptance numbers are averaged over the three possible final-state topologies.

### Table 19-9

For $H \rightarrow ZZ^* \rightarrow 4l$ final states, mass window, $m_{12}$, used around the $Z$ mass and threshold, $m_{34}$, applied to the mass of the other lepton pair, together with the acceptance of the kinematic cuts as a function of $m_H$. The statistical error on the acceptances is $±0.003$.

<table>
<thead>
<tr>
<th>Higgs mass (GeV)</th>
<th>120</th>
<th>130</th>
<th>150</th>
<th>170</th>
<th>180</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{12}$ window (GeV)</td>
<td>±20</td>
<td>±15</td>
<td>±10</td>
<td>±6</td>
<td>±6</td>
</tr>
<tr>
<td>$m_{34}$ threshold (GeV)</td>
<td>15</td>
<td>20</td>
<td>30</td>
<td>45</td>
<td>60</td>
</tr>
<tr>
<td>Acceptance of kinematic cuts</td>
<td>0.265</td>
<td>0.335</td>
<td>0.415</td>
<td>0.466</td>
<td>0.535</td>
</tr>
</tbody>
</table>

The Higgs-boson production cross-section times branching ratio to four leptons is given in Table 19-10 as a function of $m_H$, together with the cross-sections for the irreducible and reducible background contributions. The background cross-sections are given after the kinematic cuts have been applied and are integrated over a mass window of $±5$ GeV around the corresponding Higgs-boson mass. Without further cuts, the reducible background is dominant, and a signifi-
The results obtained from the full detector simulation and reconstruction of four-lepton final states are presented below. The reconstruction is based on the algorithms presented in Section 7.8.2 for electrons and Section 8.6.3 for muons. The following effects have been included in the evaluation of the mass resolution:

- Inner bremsstrahlung, *i.e.* radiative photon emission in Z decays, is included in the event generation; high-$p_T$ photons ($p_T > 5$ GeV), which are identified and reconstructed, are included in the calculation of the four-lepton mass.

- Since the contribution from the experimental mass resolution is larger than that from the intrinsic width of the Z boson, a Z-mass constraint is applied, if the mass of the lepton pair is inside a window of $\pm 6$ GeV around the nominal Z-mass (see Section 7.8.2).

- Unlike the case of the $H \rightarrow \gamma \gamma$ analysis, where events are rejected if one or more photons are in the transition region between the barrel and end-cap calorimeters, events are not rejected for the $H \rightarrow ZZ^* \rightarrow 4l$ analysis (in the $H \rightarrow \gamma \gamma$ case, the quality of the $\gamma$/jet separation is crucial and tighter fiducial cuts are applied). Electrons in the transition region are measured with a somewhat worse energy resolution, and therefore they increase the non-Gaussian tails in the mass distributions.

The results are determined from full simulation at low and high luminosity for Higgs-boson masses of 130 GeV and 170 GeV. Based on these results, those for other masses are obtained by appropriate scaling of the results from the fast simulation. The results are discussed separately for the various final-state configurations, and a summary of all mass resolutions and of the relevant acceptances is given in Tables 19-11 and 19-12.

### Table 19-10

<table>
<thead>
<tr>
<th>Higgs mass (GeV)</th>
<th>120</th>
<th>130</th>
<th>150</th>
<th>170</th>
<th>180</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma \times BR$ for Higgs signal (fb)</td>
<td>1.29</td>
<td>2.97</td>
<td>5.53</td>
<td>1.40</td>
<td>3.26</td>
</tr>
<tr>
<td>$\sigma \times BR$ for $ZZ^* \rightarrow 4l$ (fb)</td>
<td>0.16</td>
<td>0.28</td>
<td>0.28</td>
<td>0.26</td>
<td>0.24</td>
</tr>
<tr>
<td>$\sigma \times BR$ for $ZZ \rightarrow \tau \tau ll \rightarrow 4l$ (fb)</td>
<td>0.04</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>$\sigma \times BR$ for $t\bar{t} \rightarrow WbW\bar{b} \rightarrow 4l$ (fb)</td>
<td>1.2</td>
<td>1.9</td>
<td>2.5</td>
<td>1.9</td>
<td>1.7</td>
</tr>
<tr>
<td>$\sigma \times BR$ for $Zb\bar{b} \rightarrow 4l$ (fb)</td>
<td>0.9</td>
<td>1.3</td>
<td>1.7</td>
<td>1.3</td>
<td>1.2</td>
</tr>
</tbody>
</table>

**19.2.5.2 Higgs-boson mass reconstruction**

An example of a reconstructed four-electron invariant mass distribution is shown for a Higgs-boson mass of 130 GeV in Figure 19-13. The mass resolution, obtained from a Gaussian fit in a window from $-1.5\sigma$ to $+2.5\sigma$ around the peak, is found to be $(1.54 \pm 0.06)$ GeV at low luminosity and $(1.81 \pm 0.07)$ GeV at high luminosity. Inner bremsstrahlung leads to a degradation of the mass resolution by about 0.1 GeV.
Within a mass window of $\pm 2\sigma$ around $m_H$ (83.3 $\pm$ 0.6)% and (84.7 $\pm$ 0.6)% of the events are retained at low and high luminosity respectively. This acceptance is about 12% lower than what is expected from a Gaussian distribution. The additional acceptance losses arise from inner bremsstrahlung (3%), from external bremsstrahlung in the Inner Detector (3%), from events for which no Z-mass constraint could be applied (5%), and from events for which one or more electrons are in the transition region between the barrel and end-cap calorimeters (1%). These individual fractions have been determined from the full detector simulation and reconstruction for $m_H = 130$ GeV. Most of these acceptance losses decrease as $m_H$ increases.

The efficiency for the four-electron identification and reconstruction is found to be 69%, corresponding to an average of about 91% per electron.

$H \rightarrow ZZ^* \rightarrow \mu\mu\mu\mu$

The muon reconstruction is performed both in the Muon Spectrometer and in the Inner Detector. Details on the mass resolution obtained for the reconstruction in these two independent systems are given in Section 8.6.3. For the analysis presented here, the combination of the muon reconstruction in both systems has been used. In this case, the four-muon mass resolution is found to be (1.42 $\pm$ 0.04) GeV for a Higgs-boson mass of 130 GeV. The acceptance in the mass window of $\pm 2\sigma$ around $m_H$ is about 83%. The individual contributions to the non-Gaussian part of the acceptance losses have been determined from full simulation and reconstruction: 4% of the events are lost due to inner bremsstrahlung, 5% are lost due to events for which no Z-mass constraint could be applied, and the remaining 3% are lost mainly due to non-Gaussian tails in the muon-momentum reconstruction. The effect of the inner bremsstrahlung is found to be slightly larger than in the four electron case, since low-energy photons, which are often recovered in the electron energy measurement in the EM Calorimeter, cannot be recovered in the track momentum measurement. For four-muon final states, the mass resolution is not affected by pile-up and is therefore identical at high luminosity.

**Figure 19-13** For fully simulated and reconstructed $H \rightarrow ZZ^* \rightarrow eee$ decays with $m_H = 130$ GeV, four-electron invariant mass distribution at low luminosity (a Z mass constraint is applied).

**Figure 19-14** For fully simulated and reconstructed $H \rightarrow ZZ^* \rightarrow \mu\mu\mu\mu$ decays with $m_H = 130$ GeV, four-muon invariant mass distribution at low luminosity (a Z mass constraint is applied).
An example of a reconstructed mass peak for a Higgs-boson mass of 130 GeV is shown in Figure 19-14. The efficiency for the four-muon reconstruction is found to be 83.7%.

\[ H \rightarrow ZZ^* \rightarrow ee\mu\mu \]

The \( ee\mu\mu \) final state occurs in about one half of the total \( H \rightarrow ZZ^* \rightarrow 4l \) event sample. The four-lepton mass resolution is found to be \((1.39 \pm 0.06)\) GeV for events where the on-shell \( Z \) decays to electrons, and \((1.74 \pm 0.07)\) GeV for events where it decays to muons. The difference between these two cases comes from the fact that the leptons from the on-shell \( Z \) have a harder \( p_T \) spectrum and that for the EM Calorimeter electron energy measurements, the relative resolution improves with increasing \( p_T \), whereas it degrades for the magnetic muon-momentum measurements.

The average mass resolution at low luminosity is found to be \((1.51 \pm 0.06)\) GeV. The corresponding reconstructed four-lepton mass is shown in Figure 19-15 for a Higgs-boson mass of 130 GeV. In this case, \((85.4 \pm 0.6)\)% and \((85.3 \pm 0.6)\)% of the events are reconstructed within \( m_H \pm 2 \sigma \) at low and high luminosity, respectively. The non-Gaussian acceptance losses arise from inner bremsstrahlung (3%), from external bremsstrahlung in the Inner Detector (2%), from events for which no \( Z \)-mass constraint could be applied (4%), and from events for which one or more electrons are in the transition region between the barrel and end-cap calorimeters (0.5%).

![Figure 19-15](image-url) For fully simulated and reconstructed \( H \rightarrow ZZ^* \rightarrow ee\mu\mu \) decays with \( m_H = 130 \) GeV, four-muon invariant mass distribution at low luminosity (a \( Z \) mass constraint is applied).

**Summary of results**

The results for the mass resolutions obtained for the various four lepton final states, for the overall efficiency for identifying and reconstructing them, and for the acceptances in the chosen mass windows, are summarised in Tables 19-11 and 19-12. As an example, for a Higgs-boson mass of 130 GeV, mass resolutions in the range between 1.42 GeV (in the case of four-muon final states) and 1.81 GeV (in the case of four-electron final states at high luminosity) are obtained. Electrons are more affected by pile-up effects than muons. In the four-muon final states, nearly all high-\( p_T \) photons from inner bremsstrahlung can be recovered and included in the four-muon invariant mass. In the electron case, this is only possible if the photons can be identified as separate clusters in the EM Calorimeter. Soft bremsstrahlung is, however, mostly recovered for electrons, since it is most often collinear and therefore automatically included in the EM Calorimeter energy measurement.
As discussed above, the lepton identification and reconstruction efficiencies have been evaluated from the full simulation and reconstruction. Although higher efficiencies of 91% per electron and 96% per muon have been obtained, the nominal value of 90% per lepton is used in Section 19.2.5.4 for the evaluation of the signal significances, for reasons of consistency with the other physics analyses in this document.

19.2.5.3 Rejection of reducible backgrounds

After the kinematic cuts are applied, the reducible backgrounds from $t\bar{t}$ and $Zb\bar{b}$ production are ten times higher than the irreducible one [19-40]. Since the overall uncertainties on these backgrounds are large, it is desirable to bring them well below the irreducible background from $ZZ^*$ continuum production. To achieve this requires an additional rejection of 100, which can be obtained using lepton isolation and vertexing measurements, as described in this Section. All the results presented are based on the reconstruction of fully simulated large statistics samples of four-muon and four-electron final states from $H \rightarrow ZZ^* \rightarrow 4l$ events with $m_H = 130$ GeV and from $t\bar{t}$ and $Zb\bar{b}$ production.
Isolation cuts

In contrast to the Higgs-boson signal and the irreducible $ZZ^*$ continuum background, at least two of the selected leptons are non-isolated in the $t\bar{t}$ and $Zb\bar{b}$ backgrounds, since they originate from a $b$-quark decay. Isolation cuts are expected to reduce these backgrounds considerably. These cuts are applied to all four leptons in the final state and combine the information from:

- the calorimeter, where the summed transverse energy in a cone around the lepton can be required to be smaller than a given threshold $E_T^{cut}$;
- the Inner Detector, where one may require that no charged track with $p_T$ larger than a given threshold be reconstructed in a cone around the lepton.

These isolation criteria have been studied in detail in [19-40]. They are strongly correlated and the gain in combining them is small. The distribution of the maximal transverse momentum of all charged tracks reconstructed in the Inner Detector in a cone of radius $\Delta R = 0.2$ around the leptons is shown in Figure 19-16, for the Higgs-boson signal and the reducible backgrounds. A significant background rejection can be achieved by this cut alone.

The $p_T$ spectrum of $b$'s (and therefore of the leptons from $b$-decay) is softer in $Zb\bar{b}$ events than in $t\bar{t}$ events, leading to a less effective rejection of the non-isolated leptons using isolation cuts.

For the four-muon final state, the results for the background rejections as function of the efficiency for signal events with $m_H = 130$ GeV are shown separately for $t\bar{t}$ and $Zb\bar{b}$ events in Figure 19-17 both for low and high luminosity. At low luminosity, for a signal efficiency of 90%, a rejection of $\sim 110$ ($\sim 30$) against $t\bar{t}$ ($Zb\bar{b}$) can be obtained. At high luminosity, similar rejections are obtained for an efficiency of 65% (75%) against the $t\bar{t}$ ($Zb\bar{b}$) backgrounds. For the four-electron final states, the results obtained are presented in Figures 19-18 and 19-19, respectively for the $t\bar{t}$ and $Zb\bar{b}$ backgrounds.

The results are shown for track isolation at low luminosity and for calorimeter isolation at low and high luminosity.
• Compared to the results shown in Figure 19-17 for the four-muon final states, those for the four-electron final states using track isolation at low luminosity provide similar rejections at a somewhat lower efficiency. This is most likely due to the extra track multiplicity arising from conversions of bremsstrahlung photons in the four-electron case. The use of explicit electron-veto algorithms should improve the results of Figures 19-18 and 19-19 and bring them closer to the values of Figure 19-17.

• The calorimeter isolation at low luminosity is as effective as the track isolation for $t\bar{t}$ events. As mentioned above, the isolation cuts are much less effective for $Zb\bar{b}$ events because of the softer $p_T$ spectrum of the $b$'s.

• Finally, at high luminosity, the rejection using the calorimeter isolation is degraded in both cases because of the large fluctuations induced by pile-up noise in the energy depositions measured in the calorimeter towers.

![Figure 19-18](image_url1)  
**Figure 19-18** Rejection of $t\bar{t}$ background versus overall efficiency for $H \rightarrow ZZ^* \rightarrow eeee$ final states with $m_H=130$ GeV. The results are shown for track isolation at low luminosity (black circles), calorimeter isolation at low luminosity (black squares) and calorimeter isolation at high luminosity (open circles).

![Figure 19-19](image_url2)  
**Figure 19-19** Same as Figure 19-18 for the $Zb\bar{b}$ background.

**Impact parameter cuts**

Further rejection against the reducible backgrounds can be obtained by using impact parameter cuts, since two of the leptons originate from $b$-decays. The largest of the normalised impact parameters (in the transverse plane) of the four reconstructed lepton tracks, is used as a discriminant variable. The distribution of this variable is shown in Figure 19-20 for four-muon final states from signal events and from the $t\bar{t}$ and $Zb\bar{b}$ reducible backgrounds. The long tails due to leptons from $b$-decays are clearly visible for both backgrounds.
For electrons, both inner and external bremsstrahlung induce tails in the impact parameter distributions. Figure 19-21 shows that these tails are significantly reduced by the bremsstrahlung recovery procedure of xKalman [19-41], see Section 7.2.1.1. The largest (in absolute value) of the impact parameters of the four reconstructed electron tracks is shown in Figure 19-21 before and after the recovery procedure is applied.

The spread of the primary vertex in $x$ and $y$ (in the transverse plane) induces a loss of impact parameter resolution. For four-muon final states, for example, the impact parameter resolution degrades from 19 $\mu$m to 29 $\mu$m if this spread is taken into account without correcting for it. This loss can be recovered by introducing the following kinematic variable [19-40]:

$$SUMDI = \sum_{i, j = 1, 4} \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2},$$

where $(x_i, y_i)$ are the coordinates in the transverse plane of the intersection point of two lepton tracks. Given the four tracks, there are six possible such intersection points. For signal events, for which all leptons come from the primary vertex, the intersection points of all lepton pairs should coincide, and hence the value of $SUMDI$ is expected to be small. This is illustrated in Figure 19-22 for signal events and for $t\bar{t}$ and $Zb\bar{b}$ background events.

The rejection power of the lepton impact parameter information, as obtained from full simulation and reconstruction, is shown in Figure 19-23, for both $t\bar{t}$ and $Zb\bar{b}$ events as a function of the efficiency for the signal events. The results are shown for the normalised impact parameter method, both without and with vertex spread. The observed loss of rejection due to the vertex spread can be nearly fully recovered if the $SUMDI$ variable is used. For the four-muon final states, a rejection of 12 against the $t\bar{t}$ background and of 5.5 against the $Zb\bar{b}$ background is ob-
tained, for a signal efficiency of 90%. For the same rejection factors, the signal efficiency is degraded by about 20% for the four-electron final states. The rejection is significantly lower for $Zb$ events because of the lower average $p_T$ of the leptons, which results in a worse impact parameter resolution, dominated by multiple scattering effects.

At high luminosity, the rejection of the impact parameter cuts is conservatively assumed to be degraded by about 35% (this was estimated by removing the information from the pixel $B$-layer when reconstructing the fully simulated events).

**Combined rejection of reducible backgrounds**

The results of the isolation and impact parameter studies reported above are combined together to provide estimates of the overall rejection against $t\bar{t}$ and $Zb$ backgrounds, which can be achieved as function of the efficiency for the $H \rightarrow ZZ^* \rightarrow 4l$ signal events and as a function of luminosity. The combined results are shown in Table 19-13, separately for the various four-lepton final states (the values for $H \rightarrow ZZ^* \rightarrow ee\mu\mu$ decays are derived by interpolation from the results obtained for the four-muon and four-electron final states). It is important to note that:

- The correlation between the isolation and impact parameter rejections (obtained separately in the studies reported above) is taken into account, since it is large, namely -10% for $t\bar{t}$ and -40% for $Zb$ events. This correlation is highest for $Zb$ events, since the isolation cuts soften the lepton $p_T$ spectrum, which is in a range where the impact parameter resolution is limited by multiple scattering and therefore also dependent on $p_T$.

- The efficiency for four-electron final states is significantly lower than for four-muon final states (10% loss for isolation cuts and 20% loss for impact parameter cuts). The difference decreases at high luminosity because pile-up effects systematically degrade the isolation.
The overall goal of a factor 100 rejection can be achieved, easily for the higher-$p_T$ leptons from $t\bar{t}$ events, and also for the more difficult case of $Zb\bar{b}$ events (except for final states containing electrons at high luminosity).

It has also been investigated whether the background rejection could be further increased by using the missing transverse energy, $E_T^{\text{miss}}$. Although an $E_T^{\text{miss}}$ cut would provide extra rejection, it would require the use of a very low cut, typically $E_T^{\text{miss}} < 20$ GeV. As shown in Section 19.2.5.4, the reducible backgrounds are rejected to a level well below the irreducible backgrounds, and this additional cut has therefore not been used. It could be used in future studies, however, to further optimise the signal efficiency with respect to the rejection of the reducible backgrounds.

### 19.2.5.4 Results

The numbers of signal and residual background events have been estimated for various Higgs masses in the range between 120 and 180 GeV. In order to compute the signal event rates, the cross-sections and kinematic cut efficiencies (Tables 19-9 and 19-10), the mass window acceptances (Table 19-12), the lepton identification and reconstruction efficiencies, and the isolation and impact parameter cut efficiencies (Table 19-13) are taken into account. For the evaluation of the signal significances, a lepton identification and reconstruction efficiency of 90% has been used to be consistent with the other results presented in this document. For this channel, this is conservative, given the results from the full simulation and reconstruction. The background numbers are computed from the cross-sections (Table 19-10), the mass windows (Table 19-11) the lepton identification and reconstruction efficiencies and the rejection factors obtained with the isolation and impact parameter cuts against the reducible backgrounds (Table 19-13).

The results are shown in Tables 19-14 and 19-15, respectively for integrated luminosities of 30 fb$^{-1}$ and 100 fb$^{-1}$:

- the signal rates decrease very rapidly for $m_H < 130$ GeV and appear marginal for a Higgs boson discovery in this channel in this mass region;
- the dominant background is the irreducible continuum background from $ZZ^*/Z\gamma^*$ production;
- the reducible background is well below the irreducible background, thanks to the isolation and impact parameter cuts, and the dominant residual background remains the $Zb\bar{b}$ background;
the significances have been evaluated using the Gaussian $S/\sqrt{B}$ approximation, but, given the small event rates, have also been calculated assuming Poisson statistics for both signal and background.

Table 19-14  Signal and background rates after all cuts and signal significances as a function of $m_H$ for $H \rightarrow ZZ^* \rightarrow 4l$ events and for an integrated luminosity of 30 fb$^{-1}$ (low luminosity performance).

<table>
<thead>
<tr>
<th>Higgs mass (GeV)</th>
<th>120</th>
<th>130</th>
<th>150</th>
<th>170</th>
<th>180</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal</td>
<td>4.1</td>
<td>11.4</td>
<td>26.8</td>
<td>7.6</td>
<td>19.7</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>0.01</td>
<td>0.02</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>$Zb\bar{b}$</td>
<td>0.08</td>
<td>0.12</td>
<td>0.19</td>
<td>0.17</td>
<td>0.19</td>
</tr>
<tr>
<td>$ZZ^*$</td>
<td>1.23</td>
<td>2.27</td>
<td>2.51</td>
<td>2.83</td>
<td>2.87</td>
</tr>
<tr>
<td>$ZZ \rightarrow \tau\tau ll$</td>
<td>0.13</td>
<td>0.20</td>
<td>0.25</td>
<td>0.08</td>
<td>0.02</td>
</tr>
<tr>
<td>Significance ($S/\sqrt{B}$)</td>
<td>3.4</td>
<td>7.0</td>
<td>15.5</td>
<td>4.3</td>
<td>11.2</td>
</tr>
<tr>
<td>Significance (Poisson)</td>
<td>2.4</td>
<td>4.8</td>
<td>15.5</td>
<td>3.2</td>
<td>11.2</td>
</tr>
</tbody>
</table>

Table 19-15 Same as Table 19-14, but for an integrated luminosity of 100 fb$^{-1}$ (high luminosity performance).

<table>
<thead>
<tr>
<th>Higgs mass (GeV)</th>
<th>120</th>
<th>130</th>
<th>150</th>
<th>170</th>
<th>180</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal</td>
<td>10.3</td>
<td>28.7</td>
<td>67.6</td>
<td>19.1</td>
<td>49.7</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>0.05</td>
<td>0.10</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>$Zb\bar{b}$</td>
<td>0.53</td>
<td>0.79</td>
<td>1.14</td>
<td>1.01</td>
<td>1.02</td>
</tr>
<tr>
<td>$ZZ^*$</td>
<td>3.53</td>
<td>6.36</td>
<td>7.03</td>
<td>7.54</td>
<td>7.61</td>
</tr>
<tr>
<td>$ZZ \rightarrow \tau\tau ll$</td>
<td>0.33</td>
<td>0.51</td>
<td>0.62</td>
<td>0.20</td>
<td>0.06</td>
</tr>
<tr>
<td>Significance ($S/\sqrt{B}$)</td>
<td>4.9</td>
<td>10.3</td>
<td>22.6</td>
<td>6.4</td>
<td>16.7</td>
</tr>
<tr>
<td>Significance (Poisson)</td>
<td>3.8</td>
<td>10.3</td>
<td>22.6</td>
<td>5.3</td>
<td>16.7</td>
</tr>
</tbody>
</table>

In conclusion, the $H \rightarrow ZZ^* \rightarrow 4l$ signal can be observed with a better than 5σ significance over most of the range $130 < m_H < 180$ GeV (except for a narrow region around 170 GeV) for an integrated luminosity of 30 fb$^{-1}$. For an integrated luminosity of 100 fb$^{-1}$, the signal can be observed with a better than 5σ significance over the complete mass range $125 < m_H < 180$ GeV.

19.2.6 $H \rightarrow WW^*(\rightarrow l\nu\nu)$

For Higgs-boson masses close to 170 GeV, the signal significance in the $H \rightarrow ZZ^* \rightarrow 4l$ channel is reduced, due to the suppression of the $ZZ^*$ branching ratio as the $WW$ decay mode opens up (see Section 19.2.5). For $m_H = 170$ GeV, the $H \rightarrow WW^* \rightarrow l\nu\nu$ branching ratio is approximately 100 times larger than that of the $H \rightarrow ZZ^* \rightarrow 4l$ channel. In the case of $H \rightarrow WW^* \rightarrow l\nu\nu$ decays, however, it is not possible to reconstruct the Higgs-boson mass peak. Instead, an excess of events may be observed, and then used to identify the presence of a Higgs-boson signal and to extract information on its mass.
Based on the method suggested in [19-19], the potential for a discovery of the Higgs boson in the $H \rightarrow WW^* \rightarrow l\nu l\nu$ decay mode has been investigated for Higgs-boson masses in the range between 150 and 190 GeV [19-42]. The analysis presented here is based on fast detector simulation for final states containing electrons and muons. The signal cross-section times leptonic branching ratio for the $H \rightarrow WW^* \rightarrow l\nu l\nu$ decay is found to be between 0.55 and 0.80 pb over the mass range considered. Decays into $\tau$-leptons, where the $\tau$-leptons decay leptonically into electrons or muons have been taken into account in the analysis.

There are many irreducible and reducible background contributions, and the most important ones are listed in Table 19-16:

- The dominant irreducible background arises from $WW$ continuum production, which has a cross-section times branching ratio between six and nine times larger than that of the Higgs-boson signal.
- $WZ$ production with $W \rightarrow l\nu$, $Z \rightarrow ll$ and $ZZ$ production with $Z \rightarrow ll$ and $Z \rightarrow \nu\nu$ also constitute a source of potentially irreducible background;
- $t\bar{t}$ and $Wt$ production are the source of the largest reducible backgrounds with isolated leptons in the final state;
- $Wb\bar{b}$ and direct $bb$ production, containing one or two leptons from semileptonic $b$-decays, are the dominant sources of reducible background with non-isolated leptons in the final state. These are considerably suppressed by the lepton $p_T$-threshold cuts and by isolation cuts.
- Finally, $W+$jet production, where a jet is mistaken as an electron, may also be a source of significant background.

In order to discriminate the signal from the most dangerous background processes, the following selection cuts are applied:

- Two isolated leptons with opposite sign are required within $|\eta| < 2.5$ and with transverse momenta, $p_T^1 > 20$ GeV and $p_T^2 > 10$ GeV. At high luminosity, the cut on the leading lepton is raised to 30 GeV for trigger purposes.
- Significant missing transverse momentum is required, $E_T^{\text{miss}} > 40$ GeV.
- The dilepton invariant mass is required to be smaller than 80 GeV.
- The opening angle ($\Delta \phi$) between the two leptons in the transverse plane is required to be smaller than 1.0 (measured in rad).
- The absolute value of the polar angle $\Theta_{ll}$ of the di-lepton system is required to be smaller than 0.9.
- The absolute value of the pseudorapidity difference ($\Delta \eta$) between the two leptons is required to be smaller than 1.5.

### Table 19-16 Cross-sections for the most important background processes to the decay $H \rightarrow WW^* \rightarrow l\nu l\nu$ (leptonic $\tau$-decays are included). The $W \rightarrow \nu\nu$ and the $\tau \rightarrow \nu\nu, \mu\nu\nu$ branching ratios are included (leptonic branching ratios for $b$-decays are not included).

<table>
<thead>
<tr>
<th>Process</th>
<th>$\sigma \times$ BR (pb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$WW^* \rightarrow l\nu l\nu$</td>
<td>4.8</td>
</tr>
<tr>
<td>$WZ/ZZ \rightarrow l\nu + X$</td>
<td>1.1</td>
</tr>
<tr>
<td>$t\bar{t} \rightarrow WWb\bar{b} \rightarrow l\nu l\nu + X$</td>
<td>38.6</td>
</tr>
<tr>
<td>$q g \rightarrow W t \rightarrow WW b \rightarrow l\nu l\nu + X$</td>
<td>4.8</td>
</tr>
<tr>
<td>$Wb\bar{b} \rightarrow l\nu b\bar{b} + X$</td>
<td>82.3</td>
</tr>
<tr>
<td>$W+$jet(s), $p_T &gt; 10$ GeV</td>
<td>19300</td>
</tr>
<tr>
<td>$b\bar{b}$ inclusive (BR not included)</td>
<td>$500 \times 10^6$</td>
</tr>
</tbody>
</table>
• Events with one or more jets with $p_T > 15$ GeV and $|\eta| < 3.2$ are rejected. At high luminosity, the $p_T$-threshold of this jet-veto cut is raised to 30 GeV.

• The transverse mass computed from the leptons and the missing transverse momentum,

$$m_T = \sqrt{2p_T \cdot E_T^{\text{miss}} (1 - \cos(\Delta\phi))}$$

is required to fall in the mass window $m_H - 30$ GeV $< m_T < m_H$. Since the $WW^*$ background is falling with increasing transverse mass, the lower cut value is reduced to $m_H - 40$ GeV for Higgs-boson masses above 170 GeV, in order to recover signal efficiency.

The dilepton invariant-mass cut mainly rejects background events where the lepton pair originates from a Z-boson. This cut has a large rejection against the WZ and ZZ background. The jet-veto cut is introduced to reject the $t\bar{t}$ and $Wt$ backgrounds, which are characterised by large hadronic activity. The $p_T$-threshold of this jet-veto cut has unfortunately to be raised at high luminosity, which makes it much less effective and results in an increased residual $t\bar{t}$ background. The dominant irreducible background from $WW^*$ production is reduced by the angular cuts on the di-lepton system. The small angular separation between leptons in signal events results from the opposite spin orientation of the W pair originating from the decay of the scalar Higgs boson [19-43].

The discrimination between the signal and the most important backgrounds is shown for the pseudorapidity difference, $|\Delta\eta|$, and the azimuthal difference, $\Delta\phi$, between the two leptons, respectively in Figures 19-24 and 19-25.

In Table 19-17, the cross-sections times branching ratios, the acceptances and the numbers of expected $H \rightarrow WW^* \rightarrow ll\nu\nu$ signal events are given as a function of $m_H$ and for an integrated luminosity of 30 fb$^{-1}$. Over the mass range considered, the signal acceptance varies between 0.9 and 2.1%. In addition to this kinematic acceptance, a nominal identification and reconstruction efficiency of 90% per lepton has been assumed to obtain the signal event rates.
The numbers of expected background events in the selected transverse mass range are also given in Table 19-17, after all cuts are applied, for an integrated luminosity of 30 fb$^{-1}$. Due to the sliding window cut as a function of the Higgs-boson mass, also the background contribution is mass dependent. Thanks to the strict jet-veto cut applied at low luminosity, the $t\bar{t}$ background is at a level between 8 and 20 % of the irreducible WW* background over the mass range considered. Single top production is found to be the dominant reducible background. A good signal-to-background ratio is obtained over this Higgs-boson mass range, with a maximum value of 0.7 for $m_H = 170$ GeV. At high luminosity, the $t\bar{t}$ and Wt background rejection is reduced and $t\bar{t}$ production is a significant reducible background, at the same level as the irreducible WW* background.

The distribution of the transverse mass is shown in Figures 19-26 and 19-27 for the sum of signal plus background and for the background alone. The contribution from single top production and from $t\bar{t}$ production is also shown separately by the shaded histogram. The results are shown for $m_H = 150$ and 170 GeV and for an integrated luminosity of 30 fb$^{-1}$. Since there is no mass peak reconstructed in this channel, evidence for a Higgs-boson signal has to be deduced from an excess of events in the regions of transverse mass defined above. These regions are indicated by the two dotted lines.

The signal significance in this channel depends critically on the absolute knowledge of the various backgrounds. The cuts applied can be relaxed to some extent and a normalisation between the Monte Carlo prediction and the data can then be performed in regions, where only a small fraction of the signal is expected.
To evaluate the significance, it has been optimistically assumed that such a normalisation can be performed to an overall accuracy of ±5%, i.e. that the summed WW*, tt, and Wt background is known with a systematic uncertainty of ±5%. This uncertainty is larger than the statistical uncertainty on the background. Taking this into account, the signal significance estimated for an integrated luminosity of 30 fb⁻¹ is above 5σ for ∼150 < m_H < 190 GeV. Because of the less effective jet veto the residual tt and Wt backgrounds increase considerably at high luminosity. The numbers of expected signal and background events are given in Table 19-18, assuming high-luminosity running and an integrated luminosity of 100 fb⁻¹. Due to the strong increase of the tt

### Table 19-17
Cross-sections times branching ratios, acceptances and numbers of expected signal and background events for H → WW* → ℓνℓν decays and for an integrated luminosity of 30 fb⁻¹. The signal significances are computed assuming a systematic uncertainty of ±5% on the background.

<table>
<thead>
<tr>
<th>Higgs mass (GeV)</th>
<th>150</th>
<th>160</th>
<th>170</th>
<th>180</th>
<th>190</th>
</tr>
</thead>
<tbody>
<tr>
<td>σ × BR (fb)</td>
<td>610</td>
<td>790</td>
<td>800</td>
<td>705</td>
<td>550</td>
</tr>
<tr>
<td>Acceptance</td>
<td>0.016</td>
<td>0.021</td>
<td>0.017</td>
<td>0.016</td>
<td>0.009</td>
</tr>
<tr>
<td>Signal</td>
<td>240</td>
<td>400</td>
<td>337</td>
<td>276</td>
<td>124</td>
</tr>
<tr>
<td>WW* background</td>
<td>548</td>
<td>392</td>
<td>277</td>
<td>297</td>
<td>167</td>
</tr>
<tr>
<td>tt background</td>
<td>46</td>
<td>42</td>
<td>39</td>
<td>49</td>
<td>33</td>
</tr>
<tr>
<td>Wt background</td>
<td>215</td>
<td>195</td>
<td>149</td>
<td>163</td>
<td>85</td>
</tr>
<tr>
<td>WZ/ZZ background</td>
<td>25</td>
<td>17</td>
<td>9</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>W+jet background</td>
<td>&lt; 10</td>
<td>&lt; 10</td>
<td>&lt; 10</td>
<td>&lt; 10</td>
<td>&lt; 10</td>
</tr>
<tr>
<td>Total background</td>
<td>844</td>
<td>656</td>
<td>484</td>
<td>529</td>
<td>301</td>
</tr>
<tr>
<td>Significance</td>
<td>4.7</td>
<td>9.6</td>
<td>10.3</td>
<td>7.8</td>
<td>5.4</td>
</tr>
</tbody>
</table>

### Table 19-18
Same as Table 19-17, but for an integrated luminosity of 100 fb⁻¹.

<table>
<thead>
<tr>
<th>Higgs mass (GeV)</th>
<th>150</th>
<th>160</th>
<th>170</th>
<th>180</th>
<th>190</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptance</td>
<td>0.024</td>
<td>0.032</td>
<td>0.027</td>
<td>0.026</td>
<td>0.016</td>
</tr>
<tr>
<td>Signal</td>
<td>1180</td>
<td>2050</td>
<td>1730</td>
<td>1490</td>
<td>700</td>
</tr>
<tr>
<td>WW* background</td>
<td>2320</td>
<td>1760</td>
<td>1200</td>
<td>1290</td>
<td>740</td>
</tr>
<tr>
<td>tt background</td>
<td>1010</td>
<td>960</td>
<td>850</td>
<td>1030</td>
<td>830</td>
</tr>
<tr>
<td>Wt background</td>
<td>2050</td>
<td>1890</td>
<td>1450</td>
<td>1590</td>
<td>920</td>
</tr>
<tr>
<td>WZ/ZZ background</td>
<td>105</td>
<td>75</td>
<td>45</td>
<td>50</td>
<td>35</td>
</tr>
<tr>
<td>W+jet background</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Total background</td>
<td>5510</td>
<td>4710</td>
<td>3570</td>
<td>3985</td>
<td>2550</td>
</tr>
<tr>
<td>Significance</td>
<td>4.1</td>
<td>8.4</td>
<td>9.2</td>
<td>7.2</td>
<td>5.1</td>
</tr>
<tr>
<td>Significance</td>
<td>5.4</td>
<td>11.4</td>
<td>12.7</td>
<td>9.7</td>
<td>7.2</td>
</tr>
</tbody>
</table>
and $Wt$ background, the statistical significance does not improve compared to the low-luminosity running. The final signal significance which can be obtained with an integrated luminosity of 100 fb$^{-1}$, is computed from a combination of the significance achieved after low-luminosity operation over 30 fb$^{-1}$ and high-luminosity operation over 70 fb$^{-1}$, assuming a fully correlated systematic error on the background.

The comparison of Tables 19-14 and 19-17 shows that the $H \rightarrow WW^* \rightarrow l\nu l\nu$ channel may have better sensitivity than the $H \rightarrow ZZ^* \rightarrow 4l$ channel for $160 < m_H < 175$ GeV, provided the small systematic uncertainty of $\pm 5\%$ Figure 19-28 on the total background can be achieved.

Finally, it is important to note that constraints on the Higgs-boson mass can be extracted from the transverse mass distribution. As an example, the transverse mass distributions for $m_H = 160$ and 170 GeV are compared for the summed signal plus background in Figure 19-28. A sensitivity to the Higgs-boson mass is obtained from the upper edge of the distribution. The experimental resolution on the missing transverse energy defines the shape of this upper edge.

The distributions in Figure 19-28 can be separated with a purely statistical significance of $6\sigma$ [19-42]. Systematic uncertainties have not been studied yet, but the Higgs-boson mass can hopefully be constrained to better than $\pm 5$ GeV in this channel.

**19.2.7 WH with $H \rightarrow WW^* \rightarrow l\nu l\nu$ and $W \rightarrow l\nu$**

It has been suggested recently [19-44], that the associated production of a Higgs boson with a $W$ boson, with $W \rightarrow l\nu$ and $H \rightarrow WW^* \rightarrow l\nu l\nu$ provides an additional discovery channel at the LHC. The three-lepton final state appears as promising, since low background levels are expected. This channel is the associated production channel to the inclusive $H \rightarrow WW^* \rightarrow l\nu l\nu$ channel discussed in Section 19.2.6. Hence, the same general arguments about the signal extraction apply, and, in particular, evidence for a Higgs-boson signal has also in this case to be extracted from an excess of events above the expected background from Standard Model processes.

This channel is also interesting for the determination of the coupling parameters of the Higgs boson, since in its production and decay chain, only the couplings to gauge bosons appear. In almost all production and/or decay processes considered so far, Yukawa couplings of the Higgs boson to fermions are involved. In an extreme scenario, where there would appear only weak couplings of the Higgs boson to fermion pairs, this channel would remain unaffected, whereas all the others, except $WH$ with $H \rightarrow \gamma\gamma$, would be suppressed.
A first study has been carried out [19-45], in which the ATLAS sensitivity in this channel has been investigated using fast simulation for Higgs-boson masses between 150 and 190 GeV. The signal cross-sections times leptonic branching ratios for this associated production channel are small, at the level of 4 fb. The values are given as a function of the Higgs-boson mass in Table 19-20.

There are two important backgrounds to this channel: WZ production, with a cross-section times leptonic branching ratio of 380 fb, and t\bar{t} production with a cross-section times W→lν branching ratio of 28 pb. In the case of the t\bar{t} background, the third lepton originates from semileptonic b-decays. In addition to these two major backgrounds, also the contributions from all other background sources studied for H→WW*→lνlν decays have been estimated. In order to achieve the necessary rejection against these backgrounds, the following cuts have been applied:

- Three isolated leptons (electrons or muons) with p_T > 30 GeV in the pseudorapidity interval |η| < 2.5.
- Same-flavour lepton veto: events which contain at least one pair of opposite-charge same-flavour leptons with an invariant mass between 60 and 120 GeV are rejected.
- H→WW tag: out of the three possible lepton pairs at least one should fulfil the tight angular cuts as used in the H→WW*→lνlν analysis (see Section 19.2.6). It is required that there is at least one pair with opposite charge, Δφ < 1.00, Δη < 1.5 and an invariant dilepton mass smaller than 80 GeV. If none of the three possible lepton pairs fulfil these requirements the event is rejected.
- Jet veto: events with one or more jets with p_T > 30 GeV and |η| < 3.2 are rejected.

The second and third cut have a large rejection against the WZ background. The same flavour lepton veto rejects events containing Z→ll decays: this cut alone rejects the WZ background by about a factor 100 for a signal efficiency of about 70%. The residual WZ background contains either an off-shell Z or a Z→ττ→lνlνX decay. Since the signal events contain two W bosons which originate from the decay of the scalar Higgs boson, the arguments on the angular separation between the decay leptons are still valid. The H→WW tag, based on this angular separation, therefore leads to another significant rejection of both the WZ and t\bar{t} backgrounds for a reasonable signal efficiency. For the cuts applied, a rejection of about 3 is obtained for a signal efficiency of 85%. The large t\bar{t} background can be further rejected in two different ways. A strict jet veto can be applied, where it is required that there be no jets with p_T > 15 GeV over |η| <3.2. This jet veto can be applied at low luminosity, whereas at high luminosity the p_T-threshold has to be raised to 30 GeV. Since for t\bar{t} events the third lepton originates from a semileptonic b-decay, the p_T-spectrum of the third lepton is more steeply falling for leptons from t\bar{t} events than the one from signal events. There-

<table>
<thead>
<tr>
<th>Background process</th>
<th>WZ</th>
<th>t\bar{t}</th>
<th>Wt</th>
</tr>
</thead>
<tbody>
<tr>
<td>σ x BR (fb)</td>
<td>380</td>
<td>28000</td>
<td>3500</td>
</tr>
<tr>
<td>Expected background events:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p_T(l) &gt; 30 GeV, Jet veto: 30 GeV</td>
<td>8.9</td>
<td>3.8</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>p_T(l) &gt; 20 GeV, Jet veto: 15 GeV</td>
<td>4.7</td>
<td>8.1</td>
<td>10.0</td>
</tr>
<tr>
<td>p_T(l) &gt; 20 GeV, Jet veto: 30 GeV</td>
<td>20.8</td>
<td>135</td>
<td>48.5</td>
</tr>
</tbody>
</table>
fore, a high $p_T$-threshold on the three leptons largely rejects the $t\bar{t}$ background, while keeping still a significant fraction of the signal. Both methods have been applied in the present study and the results are summarised in Table 19-19, where the expected background event rates are given for an integrated luminosity of 100 fb$^{-1}$. It should be noted that on top of the jet veto and lepton $p_T$-cuts indicated in the Table the same flavour lepton veto and the $H \to WW$ tag, as described above, have also been applied. As can be seen from these numbers, the largest background rejection is obtained if strict lepton $p_T$ cuts are applied. For looser lepton cuts, the $t\bar{t}$ and $Wt$ backgrounds are significant, in particular if a loose jet veto has to be applied, which is the case for high-luminosity operation. Since for these backgrounds the third lepton comes from a $b$-decay, an additional background rejection could be achieved using impact parameter and isolation criteria. An accurate estimation of these rejections requires a full simulation of the events. Since this has not yet been done, results based on the strict lepton cuts are quoted in the following.

The signal acceptance and the expected rates for signal and background events are summarised in Table 19-20 for Higgs boson masses in the range between 150 and 190 GeV and for an integrated luminosity of 100 fb$^{-1}$. For the cuts listed above, a total background of 12.7 events is found, which is dominated by the irreducible WZ background. The signal rate is largest for $m_H = 160$ GeV, for which 28.5 signal events are expected. Therefore, a good signal-to-background ratio can be achieved in this channel for Higgs boson masses around 160 GeV. In the evaluation of the signal rates a lepton identification efficiency of 90% per lepton has been assumed.

The signal significance has been evaluated using Poisson statistics and assuming, as in the search for $H \to WW^* \to l\nu l\nu$ decays, a systematic uncertainty of $\pm 5\%$ on the total background. Due to the small background, however, this systematic uncertainty does not strongly degrade the significance. At high luminosity, a 5$\sigma$ discovery of a SM Higgs boson in this channel seems to be possible in the mass range between $\sim 155$ GeV $< m_H < 175$ GeV, assuming an integrated luminosity of 100 fb$^{-1}$. For an ultimate integrated luminosity of 300 fb$^{-1}$ the full range between 150 GeV and 190 GeV can be covered. For an integrated luminosity of 30 fb$^{-1}$, this channel is still rate-limited and a signal significance at the level of 3$\sigma$ is obtained for $m_H$ in the range between 160 and 170 GeV.

<table>
<thead>
<tr>
<th>Higgs mass (GeV)</th>
<th>150</th>
<th>160</th>
<th>170</th>
<th>180</th>
<th>190</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma \times$ BR (fb)</td>
<td>3.95</td>
<td>4.60</td>
<td>4.10</td>
<td>3.30</td>
<td>2.35</td>
</tr>
<tr>
<td>Acceptance</td>
<td>0.063</td>
<td>0.085</td>
<td>0.084</td>
<td>0.077</td>
<td>0.067</td>
</tr>
<tr>
<td>Signal</td>
<td>18.1</td>
<td>28.5</td>
<td>25.2</td>
<td>18.5</td>
<td>11.5</td>
</tr>
<tr>
<td>Total background</td>
<td>12.7</td>
<td>12.7</td>
<td>12.7</td>
<td>12.7</td>
<td>12.7</td>
</tr>
<tr>
<td>Statistical significance (100 fb$^{-1}$)</td>
<td>4.3</td>
<td>6.4</td>
<td>5.7</td>
<td>4.5</td>
<td>3.0</td>
</tr>
<tr>
<td>Statistical significance (30 fb$^{-1}$)</td>
<td>2.2</td>
<td>3.3</td>
<td>3.0</td>
<td>2.3</td>
<td>1.5</td>
</tr>
</tbody>
</table>
Like for $H \rightarrow WW^{*} \rightarrow l\nu l\nu$ decays discussed in Section 19.2.6, the transverse mass of the $E_T^{miss}$ and di-lepton system can be reconstructed for those di-lepton pairs fulfilling the angular separation and di-lepton mass cuts ($H \rightarrow WW$ tag). Although the $E_T^{miss}$ is affected by the decay neutrino from the associated W boson, it is still peaked in the mass range between 100 and 200 GeV. As an example, the reconstructed transverse mass distribution is shown in Figure 19-29. The signal to background ratio can still be improved if appropriate transverse mass cuts are applied.

In conclusion, the three-lepton channel represents an interesting possibility to enhance the observability of a Higgs-boson signal in the mass region between 150 and 190 GeV. It should finally be mentioned that, in addition to the three-lepton channel discussed here, the $WH \rightarrow WWW \rightarrow lljj$ channel with like-sign leptons in the final state should also be considered. Although it suffers potentially from much larger backgrounds than the three-lepton channel, this channel is considered as interesting for Higgs-boson searches at the upgraded TeVatron collider [19-46].

19.2.8 Sensitivity to the SM Higgs boson in the intermediate mass range

The potential of the ATLAS experiment for the discovery of a SM Higgs boson in the intermediate mass range, $80 \text{ GeV} < m_H < 2m_Z$, is summarised in Figure 19-30 for integrated luminosities of 30 and 100 fb$^{-1}$. The signal significances are shown for individual channels, as well as for the combination of all channels.

For an integrated luminosity of 100 fb$^{-1}$, a SM Higgs boson can be discovered with a high significance over the full intermediate mass range. For all masses, the Higgs boson would be discovered in at least two different decay channels. A Higgs boson discovery with the ATLAS detector is already possible over the full intermediate mass range after a few years of running at low luminosity. It should be noted once again that no $K$-factors are included in the estimates of the signal significance, since these $K$-factors are generally not known for most background processes. This approach is conservative as long as the $K$-factor for the signal is larger than the square root of the $K$-factor for the background.

The most important channels in the intermediate mass region, for which a mass peak would be reconstructed, are the four-lepton channel, $H \rightarrow ZZ^{*} \rightarrow 4l$, the direct two-photon channel, $H \rightarrow \gamma\gamma$, as well as the associated production channels, where the Higgs boson is produced in association with a vector boson or a $t\bar{t}$ pair. In these channels, both the $\gamma\gamma$ and $b\bar{b}$ decay modes can be discovered at the LHC. For Higgs-boson masses around 170 GeV, for which the $ZZ^{*}$ branching ratio is suppressed, the discovery potential can be enhanced by searching for the $H \rightarrow WW^{*} \rightarrow l\nu l\nu$ decay. In this case, the Higgs-boson signal would only be observed as an excess of events.
Most of the decay channels studied in the intermediate mass range are challenging in terms of detector performance. Even though the natural width of the Standard Model Higgs boson in this mass range is narrow, the backgrounds are relatively large and, thus, an excellent detector performance in terms of energy resolution and background rejection is required. The $H \rightarrow \gamma \gamma$ decay mode requires high performance of the electromagnetic calorimetry in terms of photon energy resolution, photon direction measurements, and $\gamma$/jet separation. Impact parameter measurements in the Inner Detector are crucial for the discovery of the $b\bar{b}$ decay mode: efficient tagging of $b$-jets with a high rejection against light-quark and gluon jets allows a rather clean and complete reconstruction of $t\bar{t}$ final states together with the $b\bar{b}$ mass peak from Higgs boson decays. Finally, excellent performance in terms of the identification, reconstruction and measurement of isolated leptons with $p_T > 7$ GeV is required to discover the Higgs boson in the $H \rightarrow ZZ^{\ast} \rightarrow 4l$ channel. Due to the low expected rates over most of the mass range of interest, the Higgs boson cannot be discovered separately in the $H \rightarrow ZZ^{\ast} \rightarrow eee$ or $H \rightarrow ZZ^{\ast} \rightarrow \mu\mu\mu\mu$ decay modes.
The performance of the ATLAS detector in its final optimised layout has been simulated in detail to assess whether it is able to meet the demanding requirements for the search for a Standard Model Higgs boson in the intermediate mass range. All the key performance characteristics have been evaluated with full GEANT simulation, both at low and high luminosity. These include the mass resolutions for the $H \rightarrow \gamma \gamma$, $H \rightarrow b\bar{b}$ and $H \rightarrow ZZ^{*} \rightarrow 4l$ channels, the performance of the $b$-tagging algorithms, and the rejections of many reducible backgrounds from various abundant Standard Model processes.

In conclusion, the ATLAS detector performance is adequate to guarantee that, if a Standard Model Higgs boson exists with a mass in the intermediate range, it will be discovered after only a few years of operation at low luminosity. Such a discovery would be confirmed and consolidated with better statistical significance at high luminosity. The results presented in the preceding Sections and summarised in Figure 19-30 could be compared to recent estimates based on work done in the context of studies performed for the future Tevatron runs [19-47]. Work is in progress to assess in a consistent way within ATLAS the comparative potentials of the detector to discover a SM Higgs boson in the intermediate mass range, in $pp$ collisions at $\sqrt{s} = 14$ TeV versus $p\bar{p}$ collisions at $\sqrt{s} = 2$ TeV for an integrated luminosity of 30 fb$^{-1}$ [19-48].

19.2.9 $H \rightarrow ZZ \rightarrow 4l$

For Higgs-boson masses in the range $180 \text{ GeV} < m_H < \sim 700 \text{ GeV}$, the $H \rightarrow ZZ \rightarrow 4l$ decay mode is the most reliable channel for the discovery of a Standard Model Higgs boson at the LHC. The expected background, which is dominated by the continuum production of $Z$ boson pairs, is smaller than the signal. In this mass range, the natural width of the Higgs boson grows rapidly with increasing $m_H$, and dominates the experimental mass resolution for $m_H > 300 \text{ GeV}$. The momenta of the final-state leptons are high and their measurement does not put severe requirements on the detector performance. Therefore, the discovery potential in this channel is primarily determined by the available integrated luminosity.

The signal is reconstructed by requiring four identified leptons in the pseudorapidity range $|\eta| < 2.5$. The two leading leptons are required to have transverse momenta above 20 GeV, whereas the other two are required to have $p_T > 7$ GeV. For the lepton identification, an efficiency of 90% per lepton is assumed. The continuum $Z(\gamma^*) Z(\gamma^*) \rightarrow 4l$ production is the dominant background source in this mass range and its total production cross-section times branching ratio is 44 fb for $m_{ZZ} > 200 \text{ GeV}$.

Since the Higgs-boson width varies rapidly over the mass range considered in this Section, a variable mass window of width $\sigma_m$, given by the convolution of the Higgs decay width and of the experimental resolution, $\sigma_m = ((\Gamma_H/2.36)^2 + (0.02 m_H)^2)^{1/2}$, was used to evaluate the observability of the signal. The acceptance was assumed to be 90% in a mass window of $\pm 1.64 \sigma_m$ around $m_H$. Better estimates would require taking into account the correct line-shape for a broad Higgs boson, as well as interference effects between the resonant signal and the non-resonant background [19-49]. Given the very large sensitivity expected in this channel, these effects are not deemed critical for the evaluation of the signal observability, but would have to be included for e.g. a measurement of $m_H$.

The signal and background events expected in the mass window after applying only the simple kinematic cuts listed above are given in Table 19-21 (see [19-15] for more details). These numbers demonstrate that the signal can be easily identified above a small background over the full mass range from 200 to 600 GeV.
Since the Z-bosons from Higgs-boson decays are produced through the two-body decay of a heavy object, a significant rejection of the continuum ZZ background can be achieved by requiring that the transverse momentum of the harder of the two Z-bosons, \( p_T^{\text{max}}(Z_1, Z_2) \), be larger than a given threshold value. As can be seen from the numbers in Table 19-21, the significance improves substantially if a moderate requirement, \( p_T^{\text{max}}(Z_1, Z_2) > m_H/3 \), is applied. Harder cuts on this maximum \( p_T \) would improve even further the signal significance. The efficiency of these harder cuts for the signal events is, however, subject to possibly significant theoretical uncertainties on the \( p_T \) distribution of the Higgs boson. In addition, the ZZ continuum background is known to be subject to higher-order QCD corrections [19-49], which increase substantially the background for high values of \( p_T^{Z} \).

**Table 19-21** Branching ratios and production cross-sections times branching ratios for the \( H \rightarrow ZZ \rightarrow 4l \) decay mode, and expected numbers of signal and background events as a function of \( m_H \). The expected event rates are given for an integrated luminosity of 30 fb\(^{-1}\) and for two sets of selection criteria, without and with an additional cut on the \( p_T \) of the harder of the two Z-bosons \( (p_T^{\text{max}}(Z_1, Z_2) > m_H/3) \).

<table>
<thead>
<tr>
<th>Higgs mass (GeV)</th>
<th>200</th>
<th>240</th>
<th>280</th>
<th>320</th>
<th>360</th>
<th>400</th>
<th>500</th>
<th>600</th>
</tr>
</thead>
<tbody>
<tr>
<td>BR(( H \rightarrow ZZ ))</td>
<td>0.26</td>
<td>0.29</td>
<td>0.30</td>
<td>0.31</td>
<td>0.30</td>
<td>0.28</td>
<td>0.27</td>
<td>0.27</td>
</tr>
<tr>
<td>( \sigma \times \text{BR} ) (fb)</td>
<td>12.4</td>
<td>11.2</td>
<td>9.6</td>
<td>8.9</td>
<td>8.7</td>
<td>6.8</td>
<td>3.2</td>
<td>1.6</td>
</tr>
<tr>
<td>Signal (no ( p_T ) cut)</td>
<td>134</td>
<td>127</td>
<td>110</td>
<td>105</td>
<td>105</td>
<td>86</td>
<td>44</td>
<td>23</td>
</tr>
<tr>
<td>Background (no ( p_T ) cut)</td>
<td>74</td>
<td>57</td>
<td>43</td>
<td>33</td>
<td>29</td>
<td>29</td>
<td>17</td>
<td>15</td>
</tr>
<tr>
<td>( S/\sqrt{B} ) (no ( p_T ) cut) for 30 fb(^{-1})</td>
<td>15.6</td>
<td>16.8</td>
<td>16.8</td>
<td>18.2</td>
<td>19.3</td>
<td>15.9</td>
<td>10.7</td>
<td>5.9</td>
</tr>
<tr>
<td>Signal (with ( p_T ) cut)</td>
<td>54</td>
<td>88</td>
<td>90</td>
<td>90</td>
<td>91</td>
<td>76</td>
<td>39</td>
<td>19</td>
</tr>
<tr>
<td>Background (with ( p_T ) cut)</td>
<td>7</td>
<td>15</td>
<td>17</td>
<td>16</td>
<td>13</td>
<td>14</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>( S/\sqrt{B} ) (with ( p_T ) cut) for 30 fb(^{-1})</td>
<td>20.4</td>
<td>22.7</td>
<td>21.8</td>
<td>22.5</td>
<td>25.2</td>
<td>20.3</td>
<td>14.7</td>
<td>7.8</td>
</tr>
<tr>
<td>( S/\sqrt{B} ) (with ( p_T ) cut) for 100 fb(^{-1})</td>
<td>37.3</td>
<td>40.9</td>
<td>40.1</td>
<td>41.2</td>
<td>46.9</td>
<td>37.3</td>
<td>27.1</td>
<td>15.0</td>
</tr>
</tbody>
</table>

In conclusion, the \( H \rightarrow ZZ \rightarrow 4l \) signal would be observed easily above the ZZ \( \rightarrow 4l \) continuum background after less than one year of low luminosity operation for \( 200 < m_H < 600 \) GeV. As an example of signal reconstruction above background, Figure 19-31 shows the expected signal from a Higgs boson with \( m_H = 300 \) GeV for an integrated luminosity of only 10 fb\(^{-1}\). The signal is shown before (left) and after (right) the \( p_T^{\text{max}} \) cut is applied, and is clearly visible above the background from ZZ continuum production.

For larger values of \( m_H \), the Higgs-boson signal becomes very broad and the signal rate drops rapidly, but a signal in the \( H \rightarrow ZZ \rightarrow 4l \) channel could be observed up to \( m_H \sim 800 \) GeV, possibly even through the WW/ZZ fusion process if jet tagging in the forward regions is required [19-13].
19.2.10 Heavy Higgs boson

As discussed in Section 19.2.9, the $H \rightarrow ZZ \rightarrow 4\ell$ decay mode can be observed up to $m_H \sim 800$ GeV, but it becomes rate-limited around $m_H = 700$ GeV. If no Higgs-boson signal were found for $m_H < 600 - 800$ GeV, searches in the TeV mass range would be essential to understand the electroweak symmetry-breaking mechanism. To access this mass range, one needs to detect Higgs-boson decays containing neutrinos or jets in the final state. If a Higgs-boson signal were found in the $H \rightarrow ZZ \rightarrow 4\ell$ channel, these channels could confirm the discovery and provide additional information on the Higgs couplings ($WW$-fusion production mechanism and $H \rightarrow WW$ decays).

The channels considered in this Section are the $H \rightarrow ZZ \rightarrow \ell\ell\nu\nu$ mode with a rate six times larger than the four-lepton mode and with a large $E_T^{\text{miss}}$ signature, the $H \rightarrow WW \rightarrow l\nu jj$ mode with a rate 150 times larger than the four-lepton mode, and the $H \rightarrow ZZ \rightarrow l\ell jj$ mode which has a rate 25 times larger than the four-lepton mode (six times smaller than the $H \rightarrow WW \rightarrow l\nu jj$ mode).

To reject the large QCD backgrounds in these channels excellent $E_T^{\text{miss}}$ measurements and accurate reconstruction of $W/Z \rightarrow jj$ decays are needed. In addition, for the large values of $m_H$, a big fraction of the Higgs bosons are produced via gauge-boson fusion, materialised by forward-backward jets emitted at large pseudorapidities ($|\eta| > 2$). Good jet identification and energy measurements over $2 < |\eta| < 5$ are therefore essential [19-50].

19.2.10.1 Search for $H \rightarrow ZZ \rightarrow l\ell \nu\nu$

The signal in this channel is characterised by two high-$p_T$ leptons from $Z \rightarrow l\ell$ decay in the central region and a large $E_T^{\text{miss}}$ from $Z \rightarrow \nu\nu$ decay. The production cross-section times branching ratio is a few fb for $m_H \sim 500 - 700$ GeV, with a 25 - 30% contribution from vector boson fusion.
The largest background arises from reducible $Z$+jet production, where large $E_T^{\text{miss}}$ can be created by neutrinos or by badly reconstructed jets due to cracks, dead material and the limited calorimeter pseudorapidity coverage. In addition, the $ZZ$ irreducible continuum background, as well as the reducible $tt$ and $WZ/WW$ backgrounds have to be considered.

It has been shown in [19-51] and [19-52] (see also Section 9.2.2) that, for $E_T^{\text{miss}} > 150$ GeV, the instrumental background from jets mis-measured in the calorimeter or escaping outside the calorimeter coverage is much smaller than the background from $Z$+jet and $ZZ$ production, where the $E_T^{\text{miss}}$ is genuine (it originates from neutrinos produced in semi-leptonic decays of $b$-jets in the case of $Z$+jet production).

The selection cuts chosen for the $H \to ZZ \to ll\nu\nu$ channel are:

- Two same-flavour opposite-sign leptons with $p_T > 40$ GeV and $|\eta| < 2.5$ and no other isolated lepton.
- $Z$ mass window: $m_H = m_Z \pm 6$ GeV.
- Cut on $p_T$ of $Z \to ll$: $p_T^{ll} > 150$ (250) GeV for $m_H = 500$ (700) GeV.
- $E_T^{\text{miss}} > 150$ GeV.
- Forward jet tagging: one or two tag jets with $|\eta| > 2$ and $p_T > 25$ GeV.

The cumulative acceptances of these cuts, evaluated with fast simulation, are shown in Table 19-22. The efficiencies for the reconstruction of the tag jets in the signal events and the probabilities for fake tags in the background events are taken from fully simulated events [19-53][19-54] (see also Section 9.1.4).

<table>
<thead>
<tr>
<th>Process</th>
<th>Lepton cuts</th>
<th>$Z$ mass window</th>
<th>$p_T^{ll}$ cut</th>
<th>$E_T^{\text{miss}}$ cut</th>
<th>One tag jet</th>
<th>Two tag jets</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H \to ZZ \to ll\nu\nu$ ($m_H = 500$ GeV)</td>
<td>66.8</td>
<td>54.4</td>
<td>38.8</td>
<td>33.0</td>
<td>16.0</td>
<td>2.9</td>
</tr>
<tr>
<td>$H \to ZZ \to ll\nu\nu$ ($m_H = 700$ GeV)</td>
<td>70.4</td>
<td>57.4</td>
<td>45.7</td>
<td>41.1</td>
<td>21.6</td>
<td>4.8</td>
</tr>
<tr>
<td>ZZ continuum</td>
<td>36.2</td>
<td>29.2</td>
<td>1.9</td>
<td>1.4</td>
<td>0.24</td>
<td>0.016</td>
</tr>
<tr>
<td>WZ continuum</td>
<td>35.5</td>
<td>25.6</td>
<td>0.11</td>
<td>0.075</td>
<td>0.016</td>
<td>0.0018</td>
</tr>
<tr>
<td>WW continuum</td>
<td>36.7</td>
<td>1.1</td>
<td>0.005</td>
<td>0.002</td>
<td>0.001</td>
<td>$&lt;&lt; 10^{-3}$</td>
</tr>
<tr>
<td>$tt$</td>
<td>3.1</td>
<td>0.09</td>
<td>0.005</td>
<td>$3 \times 10^{-4}$</td>
<td>$&lt; 10^{-5}$</td>
<td>$&lt; 10^{-5}$</td>
</tr>
<tr>
<td>$Z$+jets</td>
<td>64.0</td>
<td>51.6</td>
<td>3.4</td>
<td>$1.6 \times 10^{-5}$</td>
<td>$4 \times 10^{-6}$</td>
<td>$1.3 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

Figure 19-32 shows the $E_T^{\text{miss}}$ distribution for the signal and various backgrounds which satisfy all the cuts of Table 19-22, including a double jet tag. The results are shown for $m_H = 600$ and 900 GeV. The signal appears as an excess of events with large $E_T^{\text{miss}}$ above the backgrounds. After all selection cuts, including the double jet tag, the different backgrounds listed in Table 19-22 are all present (with the exception of the WW background) at approximately the same level.
In order to extract a more convincing signal, the transverse mass of the $(ll E_T^{\text{miss}})$ system, $m_T$, is calculated and shown in Figure 19-33. For $m_H = 600$ GeV, the width of the Higgs boson is still narrow enough that the peak of the $m_T$ distribution can be observed close to the nominal Higgs-boson mass, and the signal is large with respect to the background. For $m_H = 900$ GeV, this is no longer the case, and a clear evidence for the signal would only be obtained if less stringent kinematic cuts (to provide a smoothly falling shape of the background as a function of $E_T^{\text{miss}}$ or $m_T$) and variable jet tagging cuts (to vary the signal-to-background ratio) were studied, in a way similar to that described in more detail for the case of $H \rightarrow WW \rightarrow l\nu jj$ decays (see Section 19.2.10.2).

In addition, higher-order corrections to gauge-boson pair production (see Section 15.7.5) lead to significant increases in the background. For example, the $E_T^{\text{miss}}$ distribution of the ZZ continuum background in Figure 19-32 corresponds to the $p_T$ spectrum of the Z-boson decaying to a neutrino pair; for large values of $E_T^{\text{miss}}$, this spectrum might be underestimated by a factor of about two, in particular if the jet tagging cuts are assumed to be uncorrelated to the expected increase in rate due to the higher-order corrections.

With these caveats, the signal-to-background ratios and significances have been evaluated for the selection cuts described above and are shown in Table 19-23 as a function of the jet tagging cuts for $m_H = 500$ and 700 GeV and for an integrated luminosity of 100 fb$^{-1}$.

Without any jet tagging, the signal-to-background ratio is somewhat below one and decreases by a factor two when $m_H$ increases from 500 to 700 GeV. The requirement of a single jet tag increases the signal-to-background ratio by a factor of about 2.5, and also increases the signal significance. As stated above, this significance does not correspond to a clear observation of a peak above a well-constrained background and should therefore be taken as an optimistic estimate. The requirement of a double jet tag further improves the signal-to-background ratio, and may be sufficient to demonstrate the discovery of a signal from $H \rightarrow ZZ \rightarrow l\nu l\nu$ decays.
The $p_T^{ll}$ and $E_T^{miss}$ cuts have been varied as a function of $m_H$ in an attempt to optimise the discovery potential of the $H \to ZZ \to llvv$ channel over the range $400 < m_H < 1000$ GeV. The results in terms of signal-to-background ratio and signal significance are shown in Figures 19-34 and 19-35, respectively, for an integrated luminosity of 100 fb$^{-1}$. All the results discussed above are obtained for high luminosity operation in the presence of pile-up, which affects the jet tagging efficiencies and fake tag rates (see Section 9.1.4). In the case of low luminosity operation, the signal-to-background ratios are therefore somewhat better than those of Figure 19-34, but the observability of a signal from $H \to ZZ \to llvv$ decays would be limited to $m_H < 600$ GeV for an integrated luminosity of 30 fb$^{-1}$, due to the low rates expected after requiring a double jet tag.

Table 19-23 For an integrated luminosity of 100 fb$^{-1}$, expected numbers of $H \to ZZ \to llvv$ signal and background events, signal-to-background ratios ($S/B$) and significances ($S/\sqrt{B}$), for $m_H = 500$ and 700 GeV and for various jet tagging cuts.

<table>
<thead>
<tr>
<th>Jet tagging</th>
<th>Signal</th>
<th>Background</th>
<th>$S/B$</th>
<th>$S/\sqrt{B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_H = 500$ GeV</td>
<td>None</td>
<td>707</td>
<td>763</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>Single tag</td>
<td>345</td>
<td>147</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td>Double tag</td>
<td>66</td>
<td>12</td>
<td>5.3</td>
</tr>
<tr>
<td>$m_H = 700$ GeV</td>
<td>None</td>
<td>322</td>
<td>763</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>Single tag</td>
<td>168</td>
<td>147</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>Double tag</td>
<td>38</td>
<td>12</td>
<td>2.9</td>
</tr>
</tbody>
</table>

Figure 19-34 For an integrated luminosity of 100 fb$^{-1}$ (high luminosity operation) and for the $H \to ZZ \to llvv$ channel, optimised signal-to-background ($S/B$) ratio as a function of $m_H$ for three jet tagging requirements: no jet tag (open circles), a single jet tag with $p_T > 25$ GeV (black stars), and a double jet tag with $p_T > 25$ GeV (open crosses).

Figure 19-35 Same as Figure 19-34, but for the signal significance $S/\sqrt{B}$ as a function of $m_H$. 
If a signal is observed in this channel, the transverse mass of the $(ll E_{T\text{miss}})$ system, $m_T$, can be used to measure the mass of the Higgs boson. Figure 19-36 shows as a crude example the variation of the average value of $m_T$ as a function of $m_H$, including the expected purely statistical error for an integrated luminosity of 100 fb$^{-1}$.

In conclusion, the $H \rightarrow ZZ \rightarrow ll\nu\nu$ channel should be observable over a wide mass range from 400 to 900 GeV, and thus provide a reliable confirmation of the discovery of the Higgs boson in the gold-plated $H \rightarrow ZZ \rightarrow 4l$ channel for $m_H < 700$ GeV. For larger values of $m_H$, the demonstration of the observability of a convincing signal above the background requires careful studies of the evolution of the background shape as a function of the kinematic and jet tagging cuts, as well as a better understanding of the theoretical predictions for the $p_T$ spectrum of individual vector bosons in gauge-boson pair production.

19.2.10.2 $H \rightarrow WW \rightarrow l\nu jj$ and $H \rightarrow ZZ \rightarrow lljj$ in $qq \rightarrow qqH$ production with $m_H \sim 1$TeV

The signal from this channel has a large enough rate to be observed during low luminosity operation and a very distinctive signature [19-55]:

- A high-$p_T$ central lepton ($|\eta| < 2$).
- Large missing transverse energy from the escaping neutrino.
- Two high-$p_T$ jets from the $W \rightarrow jj$ decay in the central region. Due to the large boost of the $W$-boson, the two jets are close-by in space ($\Delta R \sim 0.4$) and their energy deposition overlap.
- Two low-$p_T$ tag jets in the forward regions ($|\eta| > 2$) coming from the $WW/ZZ$ fusion production process.
- Small hadronic activity in the central region, except for the jets from $W \rightarrow jj$ decay.

The main backgrounds, before requiring any tag jets are:

- $W$+jet production with $W \rightarrow l\nu$. This background is potentially the largest and suffers from significant theoretical uncertainties due to higher-order corrections (K-factors) and to the procedure used to generate the events (see [19-56] for a comparison of the matrix-element and parton-shower approaches).
- $t\bar{t} \rightarrow Njjb\bar{b}$ production. This background contains a real $W \rightarrow jj$ decay, but also additional hadronic activity from the $b$-jets when they fall in the central region.
- $WW \rightarrow l\nu jj$ continuum production, which has much lower rates than the $W$+jet and $t\bar{t}$ reducible backgrounds, but which is irreducible in the central region.
The main issues linked to the signal reconstruction and the background rejection are therefore the experimental efficiency and resolution for reconstructing high-$p_T$ $W \rightarrow jj$ decays (see also Section 9.3.1.3) and the performance of the jet-veto cuts in the central region (see also Section 9.1.3). All the background processes will be rejected with high efficiency by the additional requirement of one or two tag jets in the forward region ($|\eta| > 2$) [19-50] and a realistic assessment of the performance of jet tagging has also to be included (see Section 9.1.4).

A set of cuts, called high-$p_T$ central cuts, which are optimised exclusively in terms of the statistical significance of the signal above the background, without any study of the actual visibility of the signal, is used in the first stage of the analysis:

- Lepton cuts: $p_T^{l}$, $E_T^{miss} > 100$ GeV, $E_T^{l} \nu > 350$ GeV.
- Jet cuts: two jets reconstructed within $\Delta R = 0.2$ with $p_T > 50$ GeV and $p_t^{W \rightarrow jj} > 350$ GeV.
- $W$ mass window: $m_{jj} = m_W \pm 2\sigma$, where $\sigma$ is the resolution on $m_{jj}$ (see below).

Table 19-24 shows the cumulative efficiencies for $H \rightarrow WW \rightarrow l\nu jj$ decays with $m_H = 1$ TeV, as obtained for the high-$p_T$ central cuts described above, for fast simulation compared to full simulation and reconstruction. The results are in good agreement for all cuts, and the full-simulation studies without and with pile-up show that these efficiencies are not affected strongly by pile-up, except possibly for the mass window on the $W$ mass (see below).

**Table 19-24** For the $H \rightarrow WW \rightarrow l\nu jj$ channel with $m_H = 1$ TeV, comparison of the cumulative efficiencies of the high-$p_T$ central cuts (see text) for the fast and the full simulation and for low luminosity operation (no pile-up) and high luminosity operation (with pile-up).

<table>
<thead>
<tr>
<th>Cuts</th>
<th>Fast simulation</th>
<th>Full simulation (no pile-up)</th>
<th>Full simulation (with pile-up)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lepton cuts</td>
<td>43.3%</td>
<td>42.6%</td>
<td>42.6%</td>
</tr>
<tr>
<td>Jet cuts</td>
<td>29.0%</td>
<td>29.8%</td>
<td>29.8%</td>
</tr>
<tr>
<td>$W$ mass window (no pile-up)</td>
<td>25.2%</td>
<td>24.8%</td>
<td></td>
</tr>
<tr>
<td>$W$ mass window (with pile-up)</td>
<td>23.6%</td>
<td></td>
<td>24.4%</td>
</tr>
</tbody>
</table>

The reconstruction of high-$p_T$ $W \rightarrow jj$ decays is described in detail in Section 9.3.1.3. Various methods to overcome the problems of jet overlap and to optimise the resolution on the reconstructed $W$ mass have been studied [19-54], and the one chosen for the studies reported here calculates the mass of the two jets, selected within a cone of size $\Delta R = 0.2$ and with $p_T > 50$ GeV, by using the four-momenta of each calorimeter cell (assumed to have zero mass) in two cones of size $\Delta R = 0.4$ with barycentres determined by the cones of size $\Delta R = 0.2$. Figure 19-37 shows the distributions of the reconstructed dijet mass with this method in the case of low luminosity operation (no pile-up) and of high luminosity operation (with pile-up). The distributions are obtained from a sample of fully simulated and reconstructed $H \rightarrow WW \rightarrow l\nu jj$ decays, and have been corrected as a function of the $p_T$ of the dijet system for the systematic bias due to the finite size of hadronic showers, which results in a linear increase of the measured $W$ mass as a function of the $p_T$ of the $W$-boson (see Section 9.3.1.3).

Figure 19-37 shows that the resolution $\sigma$ increases only from 5.0 GeV to 6.9 GeV when pile-up at high luminosity is added. The fraction of $W \rightarrow jj$ decays with $m_{jj} = m_W \pm 2\sigma$ decreases from 83% without pile-up to 82% with pile-up. The results for these efficiencies are also in good agreement between the fast and full simulation, as shown in Table 19-24.
Table 19-25 shows the numbers of signal and background events produced for an integrated luminosity of 30 fb\(^{-1}\), the cumulative efficiencies of the high-\(p_T\) central cuts, and the numbers of events accepted after these cuts. Additional cuts are clearly needed, as mentioned above (jet veto in the central region and jet tagging in the forward regions).

Jet profile and asymmetry cuts have been investigated [19-54], to explore whether any significant additional rejection can be obtained against the dominant W+jet background. For the latter background the dijet system reconstructed with \(m_{jj} = m_W \pm 2\sigma\) does not originate from the decay of a colour singlet and the jets are therefore expected to be broader than in the case of a real \(W \rightarrow jj\) decay. Unfortunately, efficient cuts against the W+jet background would substantially bias the final mass distributions used to extract the signal (as described below) and this approach has not been pursued any further.
The performance of jet-veto cuts in the central region is described in detail in Section 9.1.3 as a function of the $p_T$ threshold. Section 9.1.3 also compares the results from fast simulation to those from full simulation and reconstruction. The efficiency for signal events is found to be about 5% higher for fast simulation and is about 60% for a central jet veto ($|\eta| < 2$) with a $p_T$ threshold of 25 GeV at low luminosity. The rejection of the $t\bar{t}$ background events is in excellent agreement between fast and full simulation.

This is illustrated in Figure 19-38 using a fast simulation, of the $H \rightarrow WW \rightarrow l\nu jj$ signal and of the $t\bar{t}$ and $W^+j$ backgrounds. Efficiency here is defined as the fraction of events with no additional jet with $p_T$ larger than threshold. The $p_T$ thresholds chosen here are 15 GeV at low luminosity and 25 GeV at high luminosity, such that the efficiency for the $H \rightarrow WW \rightarrow l\nu jj$ signal is about 55%. The efficiency for the $W^+j$ background is significantly lower than for the Higgs-boson signal because of the larger jet activity in these events. Finally, the central jet-veto cut provides a rejection factor of 10-15, depending on the $p_T$ threshold at low and high luminosity, against the $t\bar{t}$ background which always has two additional $b$-jets in the final state.

The final step of the event selection requires forward jet tagging (see [19-54] and Section 9.1.4 for details). The study is based on fully simulated and reconstructed events and includes the most up-to-date geometry of the forward calorimeters and a jet-finding algorithm optimised to minimise the effects of pile-up in the forward regions. The results presented in Section 9.1.4

<table>
<thead>
<tr>
<th>$m_H$ (GeV)</th>
<th>Events produced</th>
<th>$H$ ($p_T &gt; 300$ GeV)</th>
<th>$W^+j$ ($p_T &gt; 250$ GeV)</th>
<th>$WW$ ($p_T &gt; 50$ GeV)</th>
<th>$S/B$</th>
<th>$S/\sqrt{B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 TeV</td>
<td>486</td>
<td>192 000</td>
<td>448 000</td>
<td>255 000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>800 GeV</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 TeV</td>
<td>37.9</td>
<td>3.3</td>
<td>9.2</td>
<td>1.0</td>
<td>2.8</td>
<td>10.3</td>
</tr>
<tr>
<td>800 GeV</td>
<td>43.5</td>
<td>3.3</td>
<td>9.2</td>
<td>1.0</td>
<td>3.2</td>
<td>11.8</td>
</tr>
</tbody>
</table>

For an integrated luminosity of 30 fb$^{-1}$ and for the $H \rightarrow WW \rightarrow l\nu jj$ channel with $m_H = 1$ TeV and 800 GeV, expected numbers of produced and accepted signal and background events, signal-to-background ratios and signal significances. The events are accepted if they pass all cuts, namely the high-$p_T$ central cuts, the central jet veto and a double jet tag $E_{Tij} > 300$ GeV (see text).
show that the efficiency for reconstructing the tag jets is in agreement between fast and full simulation over $2 < |\eta| < 4$. For $|\eta| > 4$, the finite size of hadronic showers degrades the efficiency significantly and this effect has been corrected for in the fast simulation.

For the choice of a double jet tag requiring $E_{\text{tag}} > 300$ GeV for both jets, the results are presented in Tables 19-26, for an integrated luminosity of 30 fb$^{-1}$. The expected numbers of produced and accepted signal events are shown for the $H \rightarrow WW \rightarrow Njj$ signal with $m_H = 800$ and 1000 GeV. The same numbers are presented for the $t\bar{t}$, $W+$jet and $WW$ backgrounds, which were generated with appropriate thresholds set on the $p_T$ of the hard-scattering process. It is important to note that at the high luminosity the inclusion of all relevant pile-up effects and the use of a higher $p_T$ threshold for the jet-veto cut reduces the signal-to-background ratio.

Large signal significances with a signal-to-background ratio around three can be obtained even at low luminosity. These values are optimistic, since the background rates suffer from significant uncertainties, but most of all because the broad signal expected from $H \rightarrow WW \rightarrow Njj$ decays is difficult to separate clearly from the background. This is illustrated in Figure 19-39, which shows as an example the reconstructed spectrum of the invariant mass of the $(\ell\nu jj)$ system, $m_{\ell\nu jj}$ summed for the $H \rightarrow WW \rightarrow Njj$ signal with $m_H = 1$ TeV and for the backgrounds. The distributions are shown separately for the background and the summed signal+background, for an integrated luminosity of 30 fb$^{-1}$ and for somewhat looser jet tagging cuts requiring two tag jets with $E_{\text{tag}} > 100$ GeV. The signal and background shapes are very similar. This is due to the very strict central cuts applied to the reconstructed $W \rightarrow \ell\nu$ and $W \rightarrow jj$ decays. The thresholds of 350 GeV applied to $p_T^{W\rightarrow \ell\nu}$ and $p_T^{W\rightarrow jj}$ remove most of the background with $m_{\ell\nu jj} < 800 - 900$ GeV.

For the above reasons, a looser set of kinematic cuts in the central region, called loose central cuts, is defined:

- Lepton cuts: $p_T^{\ell}, E_T^{\text{miss}} > 50$ GeV, $p_T^{W\rightarrow \ell\nu} > 150$ GeV.
- Jet cuts: two jets reconstructed within $\Delta R = 0.2$ with $p_T > 50$ GeV and $p_T^{W\rightarrow jj} > 150$ GeV.
- $W$ mass window: $m_{jj} = m_W \pm 2\sigma$, where $\sigma$ is the resolution on $m_{jj}$.

The central jet-veto cut is applied with a $p_T$ threshold of 20 GeV at low luminosity and two tag jets are required with $E_{\text{tag}} > 300$ GeV. The results are shown in Table 19-27 for an integrated luminosity of 30 fb$^{-1}$ and for $m_H = 1$ TeV. Table 19-27 shows the numbers of events produced, the acceptances of the loose central cuts, of the central jet veto and of the double jet tag, together with the numbers of events passing the successive sets of cuts for the signal and the various backgrounds.
Compared to the results shown in Table 19-26 for the high-$p_T$ central cuts, the signal-to-background ratio has degraded from about 3:1 to about 1:2 and the overall signal rate has increased by a factor 2. The choice of looser central cuts provides nevertheless the possibility to demonstrate the existence of a Higgs-boson signal from a study of the reconstructed invariant mass of the $(l\nu jj)$ system, $m_{l\nu jj}$. Figure 19-40 shows the distribution of $m_{l\nu jj}$ before and after the double jet tag is required for $m_H = 1$ TeV. The broad signal from $H \to WW \to l\nu jj$ decays now clearly emerges from the background, which is unbiased down to values of $m_{l\nu jj}$ around 500 GeV.

Table 19-27 For an integrated luminosity of 30 fb$^{-1}$ and for the $H \to WW \to l\nu jj$ channel with $m_H = 1$ TeV, expected numbers of signal and background events as a function of the cuts applied (see text). The acceptances and event rates are given separately for the loose central cuts, the central jet veto and the double jet tag.

<table>
<thead>
<tr>
<th>Higgs signal ($m_H = 1$ TeV)</th>
<th>$\bar{t}$ ($p_T &gt; 120$ GeV)</th>
<th>W+jets ($p_T &gt; 100$ GeV)</th>
<th>WW ($p_T &gt; 50$ GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Events produced</td>
<td>486</td>
<td>2 250 000</td>
<td>10 400 000</td>
</tr>
<tr>
<td>After loose central cuts:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acceptance</td>
<td>45.7%</td>
<td>1.7%</td>
<td>0.15%</td>
</tr>
<tr>
<td>Events</td>
<td>222</td>
<td>38,300</td>
<td>15,700</td>
</tr>
<tr>
<td>After central jet veto ($p_T &gt; 20$ GeV):</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acceptance</td>
<td>64.5%</td>
<td>7.4%</td>
<td>44.0%</td>
</tr>
<tr>
<td>Events</td>
<td>143</td>
<td>2800</td>
<td>6900</td>
</tr>
<tr>
<td>After double jet-tag ($E_{tag} &gt; 300$ GeV):</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acceptance</td>
<td>50.7%</td>
<td>3.0%</td>
<td>0.9%</td>
</tr>
<tr>
<td>Events</td>
<td>73</td>
<td>85</td>
<td>62</td>
</tr>
</tbody>
</table>

Figure 19-40 For an integrated luminosity of 30 fb$^{-1}$ and for $m_H = 1$ TeV, distribution of $m_{l\nu jj}$ for the summed signal+background before jet tagging cuts (top) and after requiring two tag jets with $E_{tag} > 300$ GeV (bottom). The results are obtained for the loose central cuts (see text).

Figure 19-41 For an integrated luminosity of 30 fb$^{-1}$ and for $m_H = 800$ GeV, distribution of $m_{l\nu jj}$ for the summed signal+background after requiring two tag jets with $E_{tag} > 200$ GeV (top) and $E_{tag} > 400$ GeV (bottom). The results are obtained for the loose central cuts (see text).
Figure 19-41 shows for \( m_H = 800 \) GeV, that the emergence of the signal can be further demonstrated by varying the energy threshold on the tag jets around its nominal value. As the threshold increases, the ratio between the signal peak around \( m_H \) and the kinematic peak of the background around 500 GeV increases significantly, thereby demonstrating the very different nature of the production mechanisms for the signal and background processes.

Preliminary studies have been done how well one could extract the main parameters of the observed resonance, namely its mass, width and height. A simple exponential fit is used for the \( m_{\ell \nu jj} \) distribution of the background and the signal shape is fitted to a Breit-Wigner with a width proportional to \( m_H^3 \). The results obtained for an integrated luminosity of 30 fb\(^{-1}\) indicates that the Higgs-boson mass would be measured with a statistical accuracy of about 5% and the signal rate would be measured to about 20%. A better description of the line shape of a very heavy Higgs boson would of course be needed to evaluate the systematic uncertainties on these difficult measurements of \( H \to WW \to \ell \nu jj \) with \( m_H \sim 1 \) TeV.

The \( H \to ZZ \to \ell \ell jj \) channel cannot compete with the \( H \to WW \to \ell \nu jj \) channel, since its rate is about six times lower. Nevertheless, it does not suffer from any significant \( t \bar{t} \) background, and could be used for integrated luminosities above 100 fb\(^{-1}\) to confirm the observation of a signal in the \( H \to WW \to \ell \nu jj \) channel, and thereby to compare the couplings of the Higgs boson to \( W \) and \( Z \) bosons.

Table 19-28 For an integrated luminosity of 100 fb\(^{-1}\) and for the \( H \to ZZ \to \ell \ell jj \) channel with \( m_H = 1 \) TeV and 800 GeV, expected numbers of produced and accepted signal and background events, signal-to-background ratios and signal significances. The events are accepted if they pass all cuts, namely the high-\( p_T \) central cuts, the central jet veto, and a double jet tag with \( E_{\text{tag}} > 600 \) GeV or \( E_{\text{tag}} > 300 \) GeV. Also shown are the results from full simulation and reconstruction for \( E_{\text{tag}} > 300 \) GeV.

<table>
<thead>
<tr>
<th>( m_H )</th>
<th>( E_{\text{tag}} &gt; 600 ) GeV</th>
<th>( E_{\text{tag}} &gt; 300 ) GeV</th>
<th>Full simulation with pile-up (( E_{\text{tag}} &gt; 300 ) GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_H = 1 ) TeV</td>
<td>9.2</td>
<td>17.3</td>
<td>14.7</td>
</tr>
<tr>
<td>( m_H = 800 ) GeV</td>
<td>2</td>
<td>8</td>
<td>18</td>
</tr>
</tbody>
</table>

The extraction of the signal proceeds along exactly the same lines as for the \( H \to WW \to \ell \nu jj \) channel [19-55], except that a narrow mass window around the nominal Z mass is applied to the invariant mass of the lepton pairs. The only significant background then arises from \( Z + \) jet production, and the expected event rates before cuts and after all cuts, including a double jet tag with \( E_{\text{tag}} > 300 \) GeV and \( E_{\text{tag}} > 600 \) GeV, are shown in Table 19-28 for an integrated luminosity of 100 fb\(^{-1}\) and for the high-\( p_T \) central cuts described in the previous Section.

Since high-luminosity operation is discussed here, Table 19-28 also shows the results obtained from full simulation and reconstruction including pile-up. The efficiency of the jet-tagging cuts is 15% lower than that obtained with fast simulation and the background increases by a factor two due to fake tag jets.
In conclusion, the $H \to ZZ \to lljj$ channel with $m_H \sim 1$ TeV can only be observed for the ultimate integrated luminosity of 300 fb$^{-1}$ presently envisaged for ATLAS.

### 19.2.10.3 $H \to WW \to l\nu jj$ for $m_H < 800$ GeV

The results presented in Section 19.2.10.2 naturally call for an extension of the search for $H \to WW \to l\nu jj$ decays for Higgs-boson masses below 800 GeV. A very similar study has therefore been performed for $m_H = 600$ GeV [19-57].

- As shown in Table 19-29, central cuts on the reconstructed $W \to l\nu$ and $W \to jj$ decays are applied. These cuts have to be relaxed with respect to the values used for $m_H = 1$ TeV and the signal-to-background ratio is therefore much worse in this case.

- Although the same method is used for the $W \to jj$ reconstruction as that described in the case of $m_H \sim 1$ TeV, the cone size for the calculation of $m_{jj}$ using the cells has to be increased from $\Delta R = 0.4$ to $\Delta R = 0.8$, since the boost of the $W$ boson decreases as $m_H$ decreases (see also Section 9.3.1).

- The central jet-veto cuts are the same as for $m_H = 1$ TeV (threshold of 15 GeV at low luminosity and of 25 GeV at high luminosity).

- Two forward tag jets are required and the signal observability is studied as a function of the energy threshold, $E_{\text{tag}}$, applied to these jets.

#### Table 19-29 Efficiencies of the central cuts at low luminosity and numbers of signal and background events accepted after all cuts, for an integrated luminosity of 30 fb$^{-1}$ and for the $H \to WW \to l\nu jj$ channel with $m_H = 600$ GeV.

<table>
<thead>
<tr>
<th>Cuts</th>
<th>Higgs signal</th>
<th>$t\bar{t}$</th>
<th>W+jets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lepton cuts</td>
<td>58%</td>
<td>9.8%</td>
<td>2.7%</td>
</tr>
<tr>
<td>Jet cuts</td>
<td>68%</td>
<td>21.2%</td>
<td>4.3%</td>
</tr>
<tr>
<td>Events accepted</td>
<td>733</td>
<td>93 000</td>
<td>68 000</td>
</tr>
</tbody>
</table>

Tables 19-30 and 19-31 show the expected signal and background rates, before and after the successive cuts, respectively for integrated luminosities of 30 fb$^{-1}$ (low-luminosity operation) and 100 fb$^{-1}$ (high-luminosity operation). As already stated, jet tagging in the forward regions is necessary to achieve a sufficiently high signal-to-background ratio. The signal appears to be observable even for an integrated luminosity of 30 fb$^{-1}$.

This is confirmed by studying the shape of the $m_{l\nu jj}$ spectrum. In contrast to Section 19.2.10.2, where the Higgs-boson width entirely dominates the quality of the reconstruction of the signal peak, the experimental resolution on $m_{l\nu jj}$ begins to play a significant role for $m_H = 600$ GeV. The experimental resolution is approximately 40 GeV at low luminosity and 46 GeV at high luminosity, as obtained from full simulation and reconstruction. The dominant contributions to the experimental resolution arise from the $W \to jj$ mass resolution, the $E_T^\text{miss}$ resolution, and the reconstruction of the longitudinal momentum of the neutrino using the $W$-mass constraint. The overall experimental resolution is comparable to the effective rms of the Higgs-boson width, $\Gamma_H^{\text{tot}} \sim 120$ GeV. Figures 19-42 and 19-43 show the distribution of $m_{l\nu jj}$ for the background and for the summed signal+background, respectively for integrated luminosities of 30 fb$^{-1}$ and 100 fb$^{-1}$. In both cases, the signal is clearly visible above the background, which peaks around 500 GeV.
Table 19-30  For an integrated luminosity of 30 fb$^{-1}$ (low-luminosity operation) and for $H \rightarrow WW \rightarrow ljj$ decay with $m_H = 600$ GeV, expected numbers of signal and background events before cuts, after central cuts, after jet-veto cut and after requiring a double jet tag (see text). Also shown are the signal-to-background ratios and the signal significances.

<table>
<thead>
<tr>
<th>Cuts</th>
<th>Higgs signal</th>
<th>$\bar{t}$</th>
<th>$W$+jets</th>
<th>$S/B$</th>
<th>$S/\sqrt{B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Events produced</td>
<td>1860</td>
<td>4 440 000</td>
<td>56 820 000</td>
<td>0.00003</td>
<td>0.23</td>
</tr>
<tr>
<td>After central cuts</td>
<td>733</td>
<td>93 000</td>
<td>68 000</td>
<td>0.005</td>
<td>1.8</td>
</tr>
<tr>
<td>After central jet veto ($p_T &gt; 15$ GeV)</td>
<td>466</td>
<td>6 200</td>
<td>29 000</td>
<td>0.013</td>
<td>2.5</td>
</tr>
<tr>
<td>After double jet-tag:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_{\text{tag}} &gt; 100$ GeV</td>
<td>323</td>
<td>680</td>
<td>1530</td>
<td>0.06</td>
<td>6.9</td>
</tr>
<tr>
<td>$E_{\text{tag}} &gt; 400$ GeV</td>
<td>187</td>
<td>145</td>
<td>570</td>
<td>0.26</td>
<td>7.0</td>
</tr>
<tr>
<td>$E_{\text{tag}} &gt; 600$ GeV</td>
<td>114</td>
<td>45</td>
<td>280</td>
<td>0.35</td>
<td>6.3</td>
</tr>
</tbody>
</table>

Table 19-31 Same as Table 19-30, but for an integrated luminosity of 100 fb$^{-1}$ (high-luminosity operation)

<table>
<thead>
<tr>
<th>Cuts</th>
<th>Higgs signal</th>
<th>$\bar{t}$</th>
<th>$W$+jets</th>
<th>$S/B$</th>
<th>$S/\sqrt{B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Events produced</td>
<td>6200</td>
<td>14 800 000</td>
<td>189 400000</td>
<td>0.00003</td>
<td>0.43</td>
</tr>
<tr>
<td>After central cuts</td>
<td>2470</td>
<td>340 000</td>
<td>240 000</td>
<td>0.004</td>
<td>3.2</td>
</tr>
<tr>
<td>After central jet veto ($p_T &gt; 25$ GeV)</td>
<td>1500</td>
<td>17 000</td>
<td>84 000</td>
<td>0.015</td>
<td>4.7</td>
</tr>
<tr>
<td>After double jet-tag:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_{\text{tag}} &gt; 100$ GeV</td>
<td>1060</td>
<td>3100</td>
<td>5900</td>
<td>0.11</td>
<td>11.0</td>
</tr>
<tr>
<td>$E_{\text{tag}} &gt; 400$ GeV</td>
<td>642</td>
<td>1200</td>
<td>1470</td>
<td>0.26</td>
<td>12.9</td>
</tr>
<tr>
<td>$E_{\text{tag}} &gt; 600$ GeV</td>
<td>398</td>
<td>460</td>
<td>630</td>
<td>0.36</td>
<td>12.0</td>
</tr>
</tbody>
</table>

Figure 19-42  For an integrated luminosity of 30 fb$^{-1}$ and for $H \rightarrow WW \rightarrow ljj$ decays with $m_H = 600$ GeV, distribution of $m_{ljj}$ for the background (shaded histogram) and for the summed signal+background (points with error bars).

Figure 19-43 Same as Figure 19-42, but for an integrated luminosity of 100 fb$^{-1}$.
Finally, the study of the $H \to WW \to l\nu jj$ channel has been repeated for $m_H = 300$ GeV [19-57], to evaluate the overlap of this channel with the $H \to ZZ \to 4l$ and $H \to ZZ \to l\nu l\nu$ channels. For $m_H = 300$ GeV, the $W \to jj$ decays can be reconstructed using standard techniques, but the kinematic cuts have to be loosened even further, leading to an even lower signal-to-background ratio. Nevertheless, with the help of tight jet-veto and jet-tagging cuts, the signal can be observed above the background, as shown in Figure 19-44. The very similar shapes of the signal and background lead to the conclusion that this channel can only be used for confirmation of a discovery in another channel for $m_H = 300$ GeV.

19.2.10.4 Conclusions

The studies described above demonstrate that the SM Higgs boson would be observable in the $H \to ZZ \to l\nu l\nu$, $H \to ZZ \to l\nu jj$ and $H \to WW \to l\nu jj$ decay modes, over most of the mass range from 300 GeV to 1 TeV. This can be achieved only through the requirement of two tag jets in the forward regions ($2 < |\eta| < 5$), which selects the $qq \to qqH$ production process and strongly reject the backgrounds from $tt$ and $W/Z+jet$ production.

The critical issues concerning the detector performance in these channels are the reconstruction of high-$p_T$ $W \to jj$ decays, the efficiency of tight jet-veto cuts as a function of luminosity, the instrumental tails in the $E_T^{\text{miss}}$ distribution from mis-measured jets, and the performance of jet tagging in the forward calorimeters. All these issues have been studied with full simulation and reconstruction, and the physics performance estimates have been updated to account for the results of these detailed studies.

The most recent efforts have concentrated on demonstrating the observability of the signal from $H \to WW \to l\nu jj$ decays above the background by using the reconstructed distribution of the mass of the $l\nu jj$ system. At the same time, a first study of the sensitivity to the Higgs-boson mass, width and cross-section has been performed.

19.2.11 Overall sensitivity to the SM Higgs searches

The overall sensitivity for the discovery of a Standard Model Higgs boson over the mass range from ~80 GeV to ~1 TeV is shown in Figure 19-i. The sensitivity is given in units of $S/\sqrt{B}$ for the individual channels as well as for the combination of the various channels, assuming integrated luminosities of 30 and 100 fb$^{-1}$. A Standard Model Higgs boson can be discovered in the ATLAS experiment over the full mass range up to ~1 TeV with a high significance. A 5$\sigma$-discovery can already be achieved over the full mass range after a few years of running at low luminosity. As
already mentioned, no $K$-factors have been included in the evaluation of the signal significance. This is a conservative assumption, provided the $K$-factor for the signal process of interest is larger than the square root of the $K$-factor for the corresponding background process.

The requirements on the detector performance are the most demanding for the discovery of a Standard Model Higgs boson in the intermediate mass range, $80 < m_H < 2m_Z$, as discussed in Section 19.2.8. For $m_H > 2m_Z$, the dominant discovery channel is the four-lepton channel. In this case, the background is small and dominated by irreducible $ZZ$ continuum production. For $m_H > 300$ GeV, the requirements on the detector performance are rather modest in this channel, since the Higgs width is larger than the detector resolution. A high-significance discovery of the Higgs boson can be achieved for Higgs-boson masses up to 600 GeV over less than one year of data-taking at low luminosity.

A Standard Model Higgs boson in the mass range between 400 GeV and about 1 TeV would also be discovered with the $H \rightarrow WW \rightarrow l\nu jj$ mode providing the best discovery potential in this mass range. The good sensitivity to this channel for lower masses, provides independent and complementary information to the four-lepton channel. For $400 < m_H < 900$ GeV, the $H \rightarrow WW \rightarrow l\nu jj$ channel is complemented by the $H \rightarrow ZZ \rightarrow lljj$ and $H \rightarrow ZZ \rightarrow ll\nu\nu$ channels, which would provide additional robustness to a Higgs-boson discovery in this mass range.

As can be seen from Figure 19-i, at least two discovery channels are available over most of the Higgs-boson mass range. A comparison of the various production rates would provide valuable information for the determination of the Higgs-boson parameters, as discussed in the next Section.

**19.2.12 Determination of the SM Higgs-boson parameters**

Assuming that a Standard Model Higgs boson will have been discovered at the LHC, the ATLAS potential for the precision measurement of the Higgs parameters (mass, width, production rates, branching ratios) [19-58] is discussed in this section. Such measurements should give further insights into the electroweak symmetry-breaking mechanism and into the way the Higgs couples to fermions and bosons, and in some cases should allow a distinction between a SM and a MSSM Higgs boson (see also [19-59]).

The results presented here are limited to the mass region between 80 GeV and 700 GeV. For larger masses, the Higgs resonance becomes very broad ($\Gamma_H > 200$ GeV) and therefore precision measurements are meaningless. An integrated luminosity of 300 fb$^{-1}$ is assumed in the following.

**19.2.12.1 Measurement of the Higgs-boson mass**

The ultimate experimental precision with which ATLAS should be able to measure the Higgs-boson mass is shown in Figure 19-45. The results obtained in the various decay channels, as well as the combination of all channels, are given. The quoted precision includes the statistical error in the determination of the peak position, coming from both the limited number of signal events and the error on the background subtraction (the background is assumed to be flat under the peak), and the systematic error on the absolute energy scale. The latter is assumed to be 0.1% for decay channels which contain leptons or photons (e.g. $H \rightarrow \gamma\gamma$, $H \rightarrow ZZ(*) \rightarrow 4l$) and 1%
for decay channels containing jets (e.g. \(H \rightarrow b\bar{b}\)). Although the ATLAS goal is to determine the lepton energy scale to 0.02% (see Chapter 12 and Section 16.1), a more conservative error of 0.1% has been assumed as a baseline in this study.

For comparison, the precision of the Higgs-boson mass measurement has also been determined assuming a systematic uncertainty of 0.02% for the electromagnetic energy scale.

Figure 19-45 indicates that the Higgs mass can be measured with a precision of 0.1% up to masses of about 400 GeV if a scale uncertainty of ±0.1% is assumed. This number could be slightly improved in the mass range between −150 and −300 GeV if instead a better-scale uncertainty of ±0.02% could be achieved. For larger masses, the precision deteriorates because the Higgs-boson width becomes large and the statistical error increases. However, even for masses as large as 700 GeV, the Higgs-boson mass can be measured with an accuracy of 1%.

The precision of the measurement is determined by the four-lepton and two-photon channels, whereas the \(H \rightarrow b\bar{b}\) channel contributes very little. This is due to both the larger systematic error on the absolute jet scale compared to the absolute lepton/photon scale and the larger statistical error because of worse mass resolution (~20 GeV for \(H \rightarrow b\bar{b}\), compared to ~1.5 GeV for \(H \rightarrow \gamma\gamma\) and \(H \rightarrow ZZ^* \rightarrow 4l\)).

No theoretical errors are included in the results presented in Figure 19-45. The uncertainty resulting from uncertainties on the structure functions is expected to be much smaller than 10 MeV [19-60]. A potentially larger error may come from the fact that, for \(m_H > 700\) GeV, when the Higgs-boson width becomes large, interference effects between the resonant and the non-resonant processes tend to shift the position of the Higgs-boson peak towards lower values [19-49].

19.2.12.2 Measurement of the Higgs-boson width

The Higgs-boson width, \(\Gamma_H^{\text{tot}}\), can be experimentally obtained from a measurement of the width of the reconstructed Higgs peak, after unfolding the contribution of the detector resolution. This direct measurement is only possible for Higgs-boson masses larger than 200 GeV, above which the intrinsic width of the resonance becomes comparable to or larger than the experimental mass resolution. This is the mass region covered mainly by \(H \rightarrow ZZ \rightarrow 4l\) decays.
The ultimate precision on $\Gamma_H$, which can be achieved by ATLAS, is shown in Figure 19-46. These results include the statistical uncertainty coming from the number of signal events, and the systematic uncertainty coming from the measurement of the peak width and the knowledge of the detector energy and momentum resolution. In both cases, the systematic error is dominated by the uncertainty on the radiative decays and has been conservatively assumed to be 1.5% (see Section 16.1). As discussed in more detail in Section 16.1, the detector resolution will be obtained from the measurement of the $Z$ width. The systematic uncertainty on the background subtraction has been neglected in this case since the signal-to-background ratio is large over most of the mass region relevant for this measurement.

Figure 19-46 shows that the precision improves with the Higgs-boson mass up to masses of ~300 GeV. For the higher masses the intrinsic width becomes larger and its contribution to the total resolution dominates compared to the detector resolution. Over the range $300 < m_H < 700$ GeV, the precision of the measurement is approximately constant and of the order of 6%.

19.2.12.3 Measurement of the Higgs-boson rate

The measurement of the Higgs-boson rate in a given decay channel provides a measurement of the production cross-section times the decay branching ratio for that channel. Such measurement in some cases would help to disentangle between SM and MSSM Higgs scenarios as discussed in Section 19.3.2.4.

The statistical error on such measurements is expected to be smaller than 10% over the mass region 120 - 600 GeV using the $\gamma\gamma$, $b\bar{b}$ and $4l$ final states. The main systematic error comes from the knowledge of the luminosity (see Chapter 13). Two values have been considered for the luminosity uncertainty: 5%, a somewhat ambitious goal, and 10% (a more conservative estimate).
An additional systematic error of 10% has been included to take into account the uncertainty on the background subtraction for channels where the background is not completely flat under the peak (e.g. $t\bar{t}H$ with $H \rightarrow b\bar{b}$).

Figure 19-47 shows the expected experimental uncertainty on the Higgs-boson rates, for various production and decay channels and for both assumptions on the luminosity uncertainty. Over the mass region 120 - 600 GeV, the Higgs-boson production rate can be measured with a precision of 12% (7%) if the luminosity is known to 10% (5%). These results stress the importance of future experimental and theoretical efforts to achieve a measurement of the absolute luminosity at the LHC to an accuracy at the level of a few percent.

### 19.2.12.4 Couplings and branching ratios

Once the Higgs-boson rate in a given decay channel is measured, an accurate theoretical prediction for the Higgs-boson production cross-section would allow a measurement of the branching ratio for the decay in that channel. Without theoretical assumptions, one can only measure ratios of rates for different channels, which in turn provide ratios of couplings and branching ratios. By performing these measurements for several channels, one can obtain several constraints on the Higgs-boson couplings to fermions and bosons, which can be used to test the theory.

A few examples of such measurements are given below, together with the expected precision for an integrated luminosity of 300 fb$^{-1}$:

- A measurement of the ratio of the $H \rightarrow \gamma \gamma$ and $H \rightarrow b\bar{b}$ rates in the associated production of Higgs bosons would provide the ratio between the $H \rightarrow \gamma \gamma$ and $H \rightarrow b\bar{b}$ branching ratios. Such a measurement can only be performed over the mass range, $80 < m_H < 120$ GeV, with an accuracy of about 30%, dominated by the statistical error.

- A measurement of the ratio between the $H \rightarrow \gamma \gamma$ and $H \rightarrow ZZ^* \rightarrow 4l$ rates would provide the ratio of the $H \rightarrow \gamma \gamma$ and $H \rightarrow ZZ^*$ branching ratios. Such a measurement can only be performed over the mass range $120 < m_H < 150$ GeV, with an accuracy of about 15%, dominated by the statistical error.

- A measurement of the ratio between the rate for $t\bar{t}H$ production and the rate for $WH$ production both followed by $H \rightarrow \gamma \gamma$ or $H \rightarrow b\bar{b}$ decay, would provide the ratio of the Higgs couplings to the top quark (Yukawa coupling) and to the $W$ boson. This measurement can only be performed over the mass range $80 < m_H < 120$ GeV, with an accuracy of about 25%, dominated by the statistical error.

In all the cases mentioned above, the statistical uncertainty dominates the measurement because the mass regions where two different channels overlap are at the edges of the sensitivity of one or the other channel. Furthermore, some systematic errors, such as the uncertainty on the absolute luminosity, cancel in the ratios.

It should be noted that, in addition to the measurements quoted above, other possibilities will also be studied. For example, the ratio between the $WW^{(*)}$ and $ZZ^{(*)}$ rates is sensitive to the couplings of the Higgs to the $W$ and $Z$ bosons. This ratio could be measured in the high mass region ($m_H > 300$ GeV) and, with a somewhat larger systematic uncertainty, in the mass range around 170 GeV. The $WH \rightarrow WWW^{(*)} \rightarrow 3l$ mode could provide additional information on the couplings of the Higgs boson to vector bosons. Finally, the ratio between the production cross-section via $gg$ fusion and $WW$ fusion can be measured, e.g. using forward jet tagging for $H \rightarrow ZZ \rightarrow 4l$. This could provide an indirect constraint on the Higgs-boson couplings to fermions and bosons.
19.2.12.5 Towards a determination of the spin and parity of the Higgs boson

The Standard Model predicts the Higgs boson to be a CP-even scalar particle. If the Higgs boson were discovered, these properties would have to be verified.

Only a few channels can give information on the spin and CP. A priori some general arguments, based on specific couplings, may be used to determine the spin. If, for example, the Higgs-boson is seen in the $H \rightarrow \gamma \gamma$ decay mode, then Yang’s theorem implies that it is not a vector, and it must have a CP-even component. If the Higgs boson is observed in production and/or decay channels that require it to have substantial $WW$ and/or $ZZ$ couplings, it is very likely to have a large CP-even component, given that the $WW/ZZ$ couplings of a pure CP-odd Higgs boson arise only at the one-loop level. Verifying that it is purely CP-even, as predicted by the Standard Model, will be much more challenging [19-61][19-62].

From the above, it is clear that a direct measurement of the Higgs-boson spin through the measurement of the angular distributions of its decay products is needed. A first study has therefore been performed [19-63], in which the sensitivity of the angular distributions to the spin of the Higgs boson is investigated. In this study, the $H \rightarrow \gamma \gamma$ and the $H \rightarrow ZZ \rightarrow 4l$ channels are used.

In the $H \rightarrow \gamma \gamma$ channel, the expected signal-to-background ratio is small, typically a few percent. This severely limits the potential to determine the spin structure from the angular distributions of the two photons. If only signal events are considered, it would be possible to discriminate with a significance of $10.7\sigma$ between the flat distribution, expected for the decay of a spin-zero particle, and a $(1+\cos^2 \theta^*)$ distribution, where $\theta^*$ is the polar angle in the centre-of-mass of the decaying Higgs boson. The significance has been evaluated using a Kolmogorov-Smirnov test, assuming an integrated luminosity of 100 fb$^{-1}$. This sensitivity is substantially reduced, if the impact of the kinematic cuts, of the detector acceptance, and in particular of the background events are taken into account. The expected discrimination capability between the two hypotheses described above is reduced to a value below $1.5\sigma$, even for an integrated luminosity of 300 fb$^{-1}$.

In the $H \rightarrow ZZ \rightarrow 4l$ channel, the expected signal-to-background ratio is much more favourable. For Higgs-boson masses between 200 and 400 GeV, it is about 20 (see Section 19.2.5). In this channel, in addition to the $\theta^*$ angular distribution of the $Z$ bosons in the Higgs-boson centre-of-mass, the azimuthal separation $\Delta \phi$ between the two reconstructed $Z$ bosons is sensitive to the spin of the Higgs boson. For Higgs-boson decays into $ZZ$ the azimuthal separation $\Delta \phi$ is expected to be smaller than for the $ZZ$ continuum background. Both the $\cos(\theta^*)$ and the $\Delta \phi$ distributions depend on the ratio $m_H/m_Z$ (particularly the $\theta^*$ distribution) and on the selection criteria. The optimisation of the signal-to-background ratio for higher Higgs-boson masses, with the selection cut requiring $p_T^{Z_{\ell\ell}} > m_H/3$ causes the $\Delta \phi$ distribution to be more similar for the selected signal and background events. It can however still be demonstrated that, with a high significance, these angular distributions are incompatible with those expected for background events alone [19-63]. A more quantitative analysis of the discrimination between a spin-0 and a spin-1 particle, using this channel, is currently being carried out.

As suggested in [19-64], the $t\bar{t}H$ production channel could possibly be used to distinguish a CP-even from a CP-odd Higgs boson. This channel would however only provide sensitivity in the Higgs-boson mass window between 80 and 130 GeV. The method proposed requires the reconstruction of the momenta of both top quarks, which then could be used in a variety of simple variables. These variables are products of the reconstructed top-quark momenta and should
have sensitivity to the $CP$ quantum number of the Higgs boson. Although this method looks interesting, its application at the LHC is difficult and might be limited by the available signal rates:

- For an integrated luminosity of 300 fb$^{-1}$ and the $H \rightarrow \gamma \gamma$ decay mode the expected number of signal events is 20, before top-quark reconstruction, with a signal-to-background ratio of 1 (see Section 19.2.2). The expected efficiency for the reconstruction of both top-quarks (in the $jjb$ and $b\nu b$ channels) does not exceed 20% [19-35]. If $b$-tagging efficiencies are included, less than five reconstructed signal events are expected, with a signal-to-background ratio of about one.

- More events can be expected in the $H \rightarrow b\bar{b}$ mode, see Section 19.2.4.3. For an integrated luminosity of 30 fb$^{-1}$ and $m_H = 100$ GeV, about 61 signal and 150 background events are expected to be reconstructed within the mass windows.

In addition, the systematic uncertainties linked to the reconstruction of the top-quark momenta have to be understood.

### 19.2.12.6 Conclusion

The results presented in the previous Sections demonstrate that ATLAS has a large potential, not only for the discovery of a Standard Model Higgs boson, but also for precision measurements of the Higgs-boson parameters. In particular, with an integrated luminosity of 300 fb$^{-1}$ ATLAS would measure the Higgs-boson mass with a precision of 0.1% over the mass range 80 - 400 GeV, the Higgs-boson width with a precision of 6% over the mass range 300 - 700 GeV, the Higgs-boson production rate with a precision of 10%, and several of the most important couplings and branching ratios with a precision of the order of 25%.

The determination of the spin and the $CP$ quantum number of the Higgs boson from angular distributions is not straightforward at the LHC. Most channels suffer from too large backgrounds or too few events, and hence detailed studies of angular distributions are difficult. The most promising channel for a meaningful measurement is the $H \rightarrow ZZ^{(*)} \rightarrow 4l$ channel.
19.3 Minimal Supersymmetric Standard Model Higgs boson

19.3.1 Introduction

The investigation of the Higgs sector of the MSSM [19-10] is complex, since one has to deal with a rich spectrum of possible signals. The Higgs sector contains two charged ($H^\pm$) and three neutral (h, H, A) physical states. At the tree level, all Higgs-boson masses and couplings can be expressed in terms of two parameters only. They are usually chosen to be $m_A$, the mass of the CP-odd boson, and $\tan\beta$, the ratio of the vacuum expectation values of the Higgs doublets. However, the radiative corrections from loops containing top quarks or SUSY particles substantially modify the tree-level formulae for masses and mixing patterns in the Higgs sector [19-65][19-66][19-67][19-68]. This has important implications for the strategies of MSSM Higgs-boson searches. At three-level the relation $m_h < m_Z \cos^2\beta$ holds, but the radiative corrections increase this upper limit to 150 GeV [19-11] in the most general case.

Over the past years, prospects for the detection of MSSM Higgs bosons at the LHC have been re-evaluated both theoretically [19-69] and experimentally [19-16]. These studies have selected sets of parameters, for which supersymmetric (SUSY) particle masses are large, so that Higgs-boson decays to SUSY particles are kinematically forbidden. The interest was focused on the discovery potential of various decay modes accessible also in the case of the SM Higgs boson: $h \to \gamma\gamma$, $h \to b\bar{b}$, $H \to ZZ \to 4l$, and of modes strongly enhanced at large $\tan\beta$: $H/A \to \tau\tau$, $H/A \to \mu\mu$. Much attention was given also to other potentially interesting channels such as: $H/A \to t\bar{t}$, $A \to Zh$, $H \to hh$. The conclusions drawn from these studies were that the complete region of parameter space, $m_A = 50 - 500$ GeV and $\tan\beta = 1 - 50$, should be accessible for Higgs-boson discovery by the ATLAS experiment. Over a large fraction of this parameter space, more than one Higgs boson and/or more than one decay mode would be accessible. The most difficult region was identified as the moderate $\tan\beta$ and moderate $m_A$ region, where only the lightest Higgs boson would be observable. Also, for larger values of $m_A$ ($m_A > 500$ GeV), only the lightest Higgs boson, $h$, would most likely be observable. A summary of these studies is presented in Section 19.3.2 and Section 19.3.3.

If SUSY particles are light enough, decays of Higgs bosons to SUSY particles are kinematically allowed. The SM decay modes are then suppressed, competing in most cases with decays to charginos and neutralinos. The prospects for the observability of Higgs bosons under these conditions have also been evaluated [19-70] and are presented in Section 19.3.5. These studies have been performed using the more constrained SUGRA model [19-71]. With the allowed parameters combinations of SUGRA, the ($m_A$, $\tan\beta$) plane is still fully covered within the limits discussed above, but the possibility of discovering heavy Higgs bosons might be more limited. Some suppression of SM decay modes would occur in the low $\tan\beta$ range, where, however new four-lepton signatures from Higgs-boson decays to SUSY particles would appear. Over a large fraction of the SUGRA parameter space, the possibility to observe the lightest Higgs boson, $h$, in SUSY cascade decays has also been systematically explored.

Some MSSM signatures have been investigated, even if the expected sensitivity is rather weak or if their observability is already almost excluded by searches at LEP2. These studies are nevertheless considered valuable, since they provide model-independent probes of possible Higgs-boson signatures and since they contribute to the general process of quantifying and optimising the detector performance for the exploration of new physics signatures.
Most studies presented below have been performed with the fast detector simulation, in particular to obtain a careful evaluation of the expected backgrounds. For several channels results obtained for mass resolutions, acceptances or reconstruction efficiencies have been confirmed with full simulation (see Section 2.5 and Section 9.3).

### 19.3.2 Scenarios with heavy SUSY particles

#### 19.3.2.1 General considerations

In this study, two-loop equivalent calculations are used for the masses and couplings [19-66][19-67][19-68], as well as one-loop calculations for some decay branching ratios [19-66][19-20]. QCD corrections are partially taken into account by including running quark masses in the calculations of branching ratios. As mentioned above, it is assumed that SUSY particles are sufficiently heavy that they do not play an important role in the phenomenology of MSSM Higgs-boson decays.

In addition, for the benchmark sets of MSSM parameters [19-11], where $M_{\text{SUSY}}$ is fixed to 1 TeV, an extreme configuration of stop mixing parameters ($A_t$, $\mu$) has been chosen, the so-called minimal mixing scenario ($A_t$, $\mu \ll M_{\text{SUSY}}$). This scenario corresponds to the most pessimistic discovery scenario at the LHC, since these choices for the additional MSSM parameters give the lowest possible upper limit for $m_h$. This reduces the LHC potential for $h$-boson discovery in the $h \to \gamma \gamma$ channel, and also suppresses the $H \to ZZ^{(*)} \to 4 l$ channel.

In the minimal mixing scenario the predicted upper limit on $m_h$ is 115 GeV for a top mass of 175 GeV [19-72]. This upper limit would increase to $\sim$ 122 GeV, if maximal mixing were assumed. Figure 19-48 shows $m_h$ as a function of $m_A$ for three values of $\tan\beta$. The value of $m_h$ depends very little on $m_A$ for $m_A > 200$ GeV and reaches its maximum allowed value for $m_A > 200$ GeV and $\tan\beta > 10$. The masses of the charged Higgs-bosons $m_{H^\pm}$, and of the heavier neutral CP-even Higgs boson, $m_{H^0}$, vary nearly linearly with $m_A$. For large values of $m_A$ all Higgs bosons except $h$ are heavy and degenerate in mass.

The total decay widths of the MSSM Higgs bosons differ significantly from that of a SM Higgs boson of the same mass (see e.g. [19-16]). For large values of $\tan\beta$, the width of the $h$-boson is usually larger than that of a SM Higgs. However, it tends towards the SM value, as the $h$-boson mass approaches its maximal value for a given value of $\tan\beta$. This is the case for most of the relevant parameter space in the ($m_A$, $\tan\beta$) plane. Consequently, in most cases, the $h$-boson width is much smaller than the experimental resolutions expected for the decay modes observable at the LHC. The decay widths of the $H$- and $A$- bosons are also in general much smaller than that
of the SM Higgs boson of the same mass. However, they become relatively large with increasing $m_A$ and/or $\tan\beta$. This has been taken into account whenever relevant for the evaluation of the significance of a possible signal from the decay of the heavy Higgs bosons.

In the $(m_A, \tan\beta)$ region of parameter space relevant for the LHC searches, both the direct and associated production cross-sections and the branching ratios $h \to \gamma\gamma$ and $h \to b\overline{b}$ reach asymptotically the SM values as $m_A$ and/or $\tan\beta$ increases. In general, they are somewhat suppressed, except when $m_h$ gets close to its maximum allowed value for a given value of $\tan\beta$. In this case, the $\sigma \times \text{BR}$ of the $h$-boson are even larger by 10 - 20% than the corresponding SM values. In this decoupling limit, the lightest MSSM Higgs-boson $h$ behaves like a SM Higgs.

For the $H/A$ bosons, the expected rates and decay channels vary rapidly with $m_A$ and $\tan\beta$. As discussed in the next Sections, the variety of decay channels of interest is much richer than in the SM case. Typical features of MSSM Higgs decays are:

- the strong suppression of the $HZZ$ and $HWW$ coupling and absence of such couplings for the $A$-boson, which enhances the branching ratio of the other decay channels, such as $H/A \to \tau\tau$, $H/A \to t\overline{t}$;
- the strong enhancement of the $b\overline{b}H$, $b\overline{b}A$ coupling for large values of $\tan\beta$ which leads to the dominance of this production mode;
- and the existence of decays with more than one Higgs boson involved, such as $H \to hh$ and $A \to Zh$.

### 19.3.2.2 $h, H, A \to \gamma\gamma$

$h, H \to \gamma\gamma$

The observability of the inclusive $H \to \gamma\gamma$ channel has been described in detail in Section 19.2.2.1 for the case of a SM Higgs boson. The search for the SM Higgs boson in $H \to \gamma\gamma$ decays can also be performed using associated $WH$ and $t\overline{t}H$ production, as described in Section 19.2.2.2. The expected sensitivity for this channel can be combined with that for the inclusive one to improve the overall discovery potential for $H \to \gamma\gamma$ decays.

The expected MSSM rates, for both $h \to \gamma\gamma$ and $H \to \gamma\gamma$, are generally suppressed with respect to the SM case. However, they could also be slightly enhanced over limited regions of parameter space, as discussed above. In order to evaluate the overall sensitivity to $\gamma\gamma$ decays of the MSSM Higgs bosons, the results of the SM searches have been used. To obtain the 5$\sigma$-discovery contour curves in the $(m_A, \tan\beta)$ plane, only $h$-boson masses above 70 GeV have been considered, since a proper experimental study of signal acceptance and background rates has not been performed for masses much below 80 GeV, and also since the present experimental limit from LEP2 is already of $m_h \sim 80$ GeV for any MSSM scenario [19-7].

The expected 5$\sigma$ discovery contour curves in the $(m_A, \tan\beta)$ plane are shown in Figures 19-49 and 19-50, respectively for integrated luminosities of 100 and 300 fb$^{-1}$. For the inclusive channel, the observability depends critically on the integrated luminosity. This is a consequence of the slow variation of $m_h$ and $\sigma \times \text{BR}$ with increasing $m_A$. 
Figures 19-49 and 19-50 show that a combined $5\sigma$-discovery is possible for all values of $\tan\beta$ provided $m_A$ is larger than 180 GeV (260 GeV), for an integrated luminosity of 300 fb$^{-1}$ (100 fb$^{-1}$). In the ($m_A$, $\tan\beta$) plane, the position of the $5\sigma$-discovery contour curves is uncertain to $\pm 30$ GeV along the $m_A$-axis, due to the rather large theoretical uncertainties still inherent to the calculation of $m_h$ as a function of $m_A$.

The $h \rightarrow \gamma\gamma$ branching ratio has been computed here assuming that all SUSY particles have a mass of 1 TeV. More realistic mass spectra of SUSY particles usually contain lighter stop-quarks and charginos/neutralinos, and this may significantly decrease the $h \rightarrow \gamma\gamma$ branching ratio [19-73], which can also be affected by possible decays of the $h$-boson to the lightest neutralinos. In addition, SUSY particle masses lighter than 1 TeV could affect the $gg \rightarrow h$ production cross-section. For some specific choices of the SUSY model parameters, this cross-section could decrease by more than one order of magnitude. The $h \rightarrow \gamma\gamma$ channel would then only be observable at the LHC through the associated $Wh$ and $t\bar{t}h$ production. While this would reduce the sensitivity, a significant fraction of the ($m_A$, $\tan\beta$) plane could still be covered with these processes alone. Since the SM and the MSSM $h$, $H \rightarrow \gamma\gamma$ rates are very similar over the accessible mass range, the observation of a Higgs boson decaying to $\gamma\gamma$ will not be sufficient to demonstrate the existence of a Higgs sector beyond the SM.

The heavy Higgs boson decay, $H \rightarrow \gamma\gamma$, would be observable only in a narrow strip for low $m_A$ value ($m_A = 70 - 80$ GeV) corresponding to $m_H = 110 - 120$ GeV. This range of $m_A$ is already almost excluded by searches at LEP2 [19-7].
$A \rightarrow \gamma \gamma$

The CP-odd Higgs boson $A$ can also be searched for using the rare $\gamma \gamma$ decay mode. As in the case of the SM Higgs boson the $A \rightarrow \gamma \gamma$ decay mode is only observable over a limited region of parameter space, where the production cross-section (dominated by $gg$ fusion) and the decay branching ratio are both relatively large. This region corresponds to small values of $\tan \beta$ and to values of $m_A$ between 200 - 350 GeV as shown in Table 19-32. For $m_A > 2m_t$ the $A \rightarrow t \bar{t}$ channel opens up and strongly suppresses the $A \rightarrow \gamma \gamma$ branching ratio.

The signal reconstruction is performed exactly as for the SM $H \rightarrow \gamma \gamma$ decay mode, see Section 19.2.2. However, the $p_T$ thresholds for the two photons can be raised considerably, given the higher Higgs-boson masses considered here. Thresholds of 125 GeV for the leading photon and 25 GeV for the second photon were found to give the best signal significance for $200 \text{ GeV} < m_A < 400 \text{ GeV}$.

The acceptances of these simple kinematic cuts over this mass range are given in Table 19-32, which also includes the cross-sections and expected mass resolutions. Due to the narrow width of the $A$-boson in the MSSM, the mass resolution is determined by the experimental resolution of the EM Calorimeter.

Using a mass window of $1.4 \sigma_m$ and applying an efficiency factor of 80% for the photon identification, the expected numbers of signal and background events are given in Table 19-33 for an integrated luminosity of 100 fb$^{-1}$. The background is dominated by the irreducible $\gamma \gamma$ continuum, which itself is dominated by the $q\bar{q} \rightarrow \gamma \gamma$ Born process. As in the case of the search for SM $H \rightarrow \gamma \gamma$ decays, this background has been scaled up by a factor 1.5 to account for the quark-bremsstrahlung contribution. The reducible background is conservatively assumed to be 35% of the irreducible one, as estimated for lower masses in the SM Higgs case. Under these assumptions, the signal significances shown in Table 19-33 are expected.

The region of MSSM parameter space which can be covered by a search for the $A \rightarrow \gamma \gamma$ decay mode is shown in Figures 19-49 and 19-50 for integrated luminosities 100 fb$^{-1}$ and 300 fb$^{-1}$, respectively. This channel is shown here for completeness as it provides coverage only over a limited range of $m_A$ values for $m_A < 2m_t$ and for very low values of $\tan \beta$ almost excluded already by LEP experiments.

<table>
<thead>
<tr>
<th>$m_A$ (GeV)</th>
<th>$\sigma \times BR$ (fb)</th>
<th>Accept.</th>
<th>$\sigma_m$ (GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>7.3</td>
<td>15%</td>
<td>2.0</td>
</tr>
<tr>
<td>250</td>
<td>6.5</td>
<td>41%</td>
<td>3.0</td>
</tr>
<tr>
<td>300</td>
<td>10.3</td>
<td>57%</td>
<td>4.6</td>
</tr>
<tr>
<td>350</td>
<td>2.3</td>
<td>62%</td>
<td>6.3</td>
</tr>
<tr>
<td>400</td>
<td>0.2</td>
<td>66%</td>
<td>11.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$m_A$ (GeV)</th>
<th>Signal</th>
<th>Background</th>
<th>$S/\sqrt{B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>52</td>
<td>210</td>
<td>3.6</td>
</tr>
<tr>
<td>250</td>
<td>121</td>
<td>1060</td>
<td>3.7</td>
</tr>
<tr>
<td>300</td>
<td>252</td>
<td>1660</td>
<td>6.2</td>
</tr>
<tr>
<td>350</td>
<td>68</td>
<td>810</td>
<td>2.4</td>
</tr>
<tr>
<td>400</td>
<td>5</td>
<td>130</td>
<td>0.5</td>
</tr>
</tbody>
</table>
19.3.2.3 $h \rightarrow b\bar{b}$

The SM $H \rightarrow b\bar{b}$ channel is discussed in detail in Section 19.2.4.2 for $WH$ production (see also [19-34]) and in Section 19.2.4.3 for $t\bar{t}H$ production (see also [19-35]). Only the $t\bar{t}H$, $H \rightarrow b\bar{b}$ channel can be observed clearly above the background, provided the complete event is reconstructed. This requires excellent $b$-tagging performance (see Chapter 10 for more details), since each event contains four $b$-jets in the final state.

In the MSSM case, the rates can be enhanced by 10 - 20% compared to the SM, as discussed in [19-16]. The sensitivity to a $t\bar{t}h$, $h \rightarrow b\bar{b}$ signal has been computed from the results obtained for the SM search, after accounting for the different production and decay rates. The 5σ-discovery contours in the $(m_A, \tan\beta)$ plane are shown in Figure 19-51. For an integrated luminosity of 30 fb$^{-1}$, the $h$-boson could be discovered in this channel for $m_A > 150$ GeV and $\tan\beta < 4$. For integrated luminosities above 100 fb$^{-1}$, the observability of the $h$-boson in this channel extends to 90% of the $(m_A, \tan\beta)$ plane. For completeness, Figure 19-51 shows also the 5σ-discovery contour curve for the $Wh$, $h \rightarrow b\bar{b}$ channel for an integrated luminosity of 30 fb$^{-1}$, without including any systematic uncertainty on the background (see Section 19.2.4.2). This clearly demonstrates the superior discovery potential of the $t\bar{t}h$, $h \rightarrow b\bar{b}$ channel.

In conclusion, the complete reconstruction of the $t\bar{t}h$, $h \rightarrow b\bar{b}$ final state has resulted in a very large improvement of the signal observability in this channel with respect to earlier studies [19-34], and the impact of this improvement is most striking in the MSSM case, as illustrated by Figure 19-51.

19.3.2.4 $H \rightarrow ZZ^{(*)} \rightarrow 4 l$

As in the $h \rightarrow \gamma\gamma$ and $h \rightarrow b\bar{b}$ channels, the observability of the $H \rightarrow ZZ^{(*)} \rightarrow 4 l$ channel in the MSSM is estimated by extrapolating the detailed studies performed in the SM case (see Section 19.2.5 and Section 19.2.9). For the intermediate mass range, $120$ GeV < $m_H$ < $2m_Z$, the signal rates are small and the background rates are potentially very large. For the larger masses, above the $ZZ$ threshold, the expected observability of this channel reaches values as high as 45σ, with a signal-to-background ratio of approximately 20:1. The only significant background arises from irreducible $ZZ$ continuum production.

In the MSSM, the rates of $H \rightarrow ZZ^{(*)} \rightarrow 4 l$ are strongly suppressed with respect to the SM case over the full $\tan\beta$ range, except for values of $\tan\beta$ smaller than one. This is due to the suppression of the $HZZ$ coupling, to the opening of the $H \rightarrow hh$ decay channel, and to the enhancement of the $H \rightarrow \tilde{t}\tilde{t}$ channel. These characteristics of the Higgs boson in the MSSM case limit the observability of this channel to the range $2m_t < m_H < 2m_t$ and to low values of $\tan\beta$. 

---

**Figure 19-51** For integrated luminosities of 30 fb$^{-1}$ and 100 fb$^{-1}$, the 5σ-discovery contour curves for the $t\bar{t}h$ and $Wh$ with $h \rightarrow b\bar{b}$ channel in the $(m_A, \tan\beta)$ plane.
In the SM case the Higgs-boson width increases rapidly with \( m_H \) and therefore the chosen mass window is determined by the intrinsic Higgs-boson width for \( m_H > 300 \text{ GeV} \). Since the MSSM \( H \)-boson decay width remains much smaller than the experimental resolution over the relevant region of parameter space, the mass window chosen for the MSSM case is narrower. Since the observability in this channel is somewhat limited, cuts on the maximum \( p_T \) of the reconstructed Z-boson, \( p_T^{\text{max}}(Z_1, Z_2) \), are used in the mass range \( m_H > 200 \text{ GeV} \) \[19-16\]. Mass dependent requirements, \( p_T^{\text{max}}(Z_1, Z_2) > m_H/3 \) or \( p_T^{\text{max}}(Z_1, Z_2) > m_H/2 \), are applied to derive the observability in the MSSM case. The expected numbers of signal and background events are given in Table 19-34 for reference values of the cross-section times branching ratio, \( \sigma \times \text{BR} \), taken from the SM case.

If a signal were observed, the measured rate would provide the best information on its origin, since the \( H \rightarrow ZZ^{(*)} \rightarrow 4l \) MSSM rates are suppressed by an order of magnitude with respect to the SM case over most of the parameter space. For values of \( m_H \) larger than \( \sim 250 \text{ GeV} \), the measured signal width would also distinguish between the SM Higgs boson with \( \Gamma_H^{\text{tot}} \sim 10 \text{ GeV} \) and the MSSM Higgs boson with \( \Gamma_H^{\text{tot}} \ll 10 \text{ GeV} \) for low values of \( \tan\beta \).

### 19.3.2.5 \( H/A \rightarrow \tau\tau \)

Despite rather optimistic recent theoretical estimates \[19-74\], the \( H \rightarrow \tau\tau \) decay mode is not expected to be observable at the LHC in the SM case, because the expected signal rates are too low compared to the large backgrounds from various SM processes \[19-75\]. However, in the MSSM case, the \( H \rightarrow \tau\tau \) and \( A \rightarrow \tau\tau \) rates are strongly enhanced over a large region of the parameter space. For low values of \( \tan\beta \), the \( gg \rightarrow A, A \rightarrow \tau\tau \) rates are dominant and significantly larger than in the SM case for a Higgs boson of the same mass. For large values of \( \tan\beta \), the production is dominated by the strongly enhanced associated \( b\bar{b}H \) and \( b\bar{b}A \) production and the \( H/A \rightarrow \tau\tau \)
branching ratio is about 10% in the mass range 200 - 500 GeV. The relative contribution from the associated production is roughly 50% for \( \tan \beta = 5 \) and about 90% for \( \tan \beta = 20 \). For \( m_A > 150 \) GeV, the \( H \) and \( A \) bosons are almost degenerate in mass, so their signal rates in the \( \tau \tau \)-channel can be summed. A more complicated procedure, depending on the experimental resolution and on the mass difference \( m_H - m_A \), has to be applied for \( m_A < 150 \) GeV [19-16]. Higgs-boson masses below 100 GeV have not been considered in this study due to the large resonant background from \( Z \rightarrow \tau \tau \) decays.

This channel has been extensively used as a benchmark when optimising the detector for \( \tau \) identification and \( E_T^{\text{miss}} \) reconstruction. The possible signal has improved as the detector design has evolved. Much effort has also gone into understanding in detail the topological features of the signal and background events. Since the ATLAS Technical Proposal [19-14] a combined analysis has been performed, using tagging of the spectator b-jets and a veto on the presence of other jets in the event. This has resulted in a significant improvement of the overall sensitivity to this channel.

The trigger for such decay modes is based on the leptonic decay of one of the \( \tau \)-leptons. The other \( \tau \)-lepton may then decay to hadrons (lepton-hadron channel) or to another lepton (lepton-lepton channel). The lepton-hadron channel turns out to provide the best sensitivity to a possible signal, due to both the larger rate (the fraction of \( A \rightarrow \tau \tau \) resulting in a lepton-hadron final state is 46%) and to the more favourable kinematics of the \( \tau \)-decay. This Section therefore only describes the extraction of the signal in this channel. The contribution from the lepton-lepton channel to the final observability is rather marginal and details on its analysis can be found in [19-76].

The backgrounds are a mixture of irreducible \( Z \rightarrow \tau \tau \) background and of \( t \bar{t}, b \bar{b} \) and \( W+\text{jet} \) processes, where a jet is misidentified as a \( \tau \)-lepton. They can be significantly reduced by applying a selection based on a reconstructed lepton, \( \tau \) identification and \( E_T^{\text{miss}} \). Excellent \( \tau \) identification performance to suppress the huge backgrounds containing hadronic jets from various sources [19-77], and excellent \( E_T^{\text{miss}} \)-resolution for the reconstruction of the \( \tau \tau \) invariant mass, \( m_{\tau \tau} \), are required to observe the signal [19-76].

A detailed discussion of the \( \tau \) identification, the \( E_T^{\text{miss}} \) resolution and the reconstruction of the \( \tau \tau \) invariant mass is presented already in Chapter 9. Only the main ingredients of the selection procedure are recalled here and only those aspects which are specific to the observability of this channel are discussed in some detail.

The standard \( H/A \rightarrow \tau \tau \) analysis, as described already in [19-14] and [19-76], is based on a set of selection criteria, which include \( \tau \) identification, kinematic cuts, and a mass window cut on the reconstructed \( \tau \tau \) mass, \( m_{\tau \tau} \). The energies of the two \( \tau \)-leptons, used for the \( m_{\tau \tau} \) calculation are evaluated from the energies of the \( \tau \) decay products, which are assumed to have the direction of the parent \( \tau \)-lepton, and the neutrino energies are obtained by solving a system of equations containing the two \( E_T^{\text{miss}} \) components (see the discussion on \( Z \rightarrow \tau \tau \) mass reconstruction in Section 9.3.3.1).

This standard \( H/A \rightarrow \tau \tau \) analysis includes the \( \tau \) identification cuts described in detail in Section 9.1.5.2. Additional selections are then made:

- One isolated trigger lepton with \( p_T > 24 \) GeV within \( |\eta| < 2.5 \). The isolation requirement rejects leptons from \( b \bar{b} \) production and decay by a factor of 100 for 90% efficiency for leptons from \( \tau \) decays;
- \( E_T^{\text{jet}} > 40 \) GeV, \( |\eta| < 2.5 \) for the \( \tau \)-jet;
• $E_{T}^{\text{miss}} > 18$ GeV;
• transverse mass $m_T(\text{lepton-}E_{T}^{\text{miss}}) < 25$ GeV;
• $1.8 < \Delta \phi(\text{jet-lepton}) < 2.9$ or $3.4 < \Delta \phi(\text{jet-lepton}) < 4.5$. This cut is necessary for the reconstruction of the $\tau \tau$ invariant mass.

Finally, events are accepted if the $\tau \tau$ invariant mass, $m_{\tau\tau}$, is within a mass window of $m_A \pm 1.5 \sigma_m$.

The analysis presented above does not exploit the fact that the direct and associated production processes show substantial kinematic and topological differences. In associated production, spectator $b$-quarks are present in the signal events unlike in direct production. The $b\bar{b}H$ and $b\bar{b}A$ production processes can be selected by requiring a single tagged $b$-jet. This also reduces substantially the large $W^+\text{jet}$ and $Z\rightarrow\tau\tau$ backgrounds.

In $b\bar{b}H$, $b\bar{b}A$ events, the average transverse momentum of the Higgs boson is lower than in events from direct production. This difference increases with increasing Higgs-boson mass, from 14% to 42%, as $m_H$ increases from 150 to 450 GeV. In $b\bar{b}H$, $b\bar{b}A$ events, the $\tau$-leptons from the Higgs-boson decay are therefore more back-to-back, with the following consequences:

• A narrower $\Delta \phi(\text{jet-lepton})$ distribution, peaked around $\pi$, is observed for associated production with respect to direct production; the distribution is very similar to that of the $Z\rightarrow\tau\tau$ background.

• The fraction of events for which the neutrino system can be resolved is smaller by 30% for associated production compared to direct production (see Section 9.3.3.4).

• The $\tau\tau$ invariant mass resolution is degraded by about 50% for associated production compared to direct production (see Section 9.3.3.4).

Due to these topological features of the associated production the overall efficiency of the standard reconstruction procedure is reduced by 40 - 50% with respect to direct production.

---

**Figure 19-53**. Reconstructed invariant mass, $m_{\tau\tau}$, from $A\rightarrow\tau\tau$ decays for direct Higgs-boson production and for $m_A = 300$ GeV.

**Figure 19-54**. Same as Figure 19-53, but for associated Higgs-boson production.
Figures 19-53 and 19-54 show the $\tau\tau$ invariant masses obtained from fully simulated and reconstructed events at low luminosity for $m_A = 300$ GeV for events from direct and associated Higgs-boson production, respectively. Figure 19-55 shows the mass resolution, $\sigma_m$, expected at low luminosity as a function of $m_A$, separately for direct and associated Higgs-boson production. The general tendency of $\sigma_m$ to increase with $m_A$ is mostly due to the increase of $\sigma(E_T^{\text{miss}})$ as $m_A$ increases (see Section 9.3.3.4).

Since the direct and associated production processes display substantial differences, both in their topological features and in the final state (two additional $b$-quarks in the case of associated production), a separate analysis for each production process has been performed to optimise the signal observability in the $H/A \rightarrow \tau\tau$ channel.

The analysis for direct production requires:

- A veto against $b$-jets for $p_T > 15$ GeV and $|\eta| < 2.5$ (to reject $t\bar{t}$ and $b\bar{b}$ backgrounds).
- Standard $H/A \rightarrow \tau\tau$ reconstruction ($\tau$ identification, kinematic and mass cuts).

The analysis for associated production requires:

- At least one tagged $b$-jet (to reject $Z \rightarrow \tau\tau$ and $W+\text{jet}$ backgrounds).
- At most two non-$b$ jets with $p_T > 15$ GeV and $|\eta| < 3.2$ (to reject $t\bar{t}$ backgrounds);
- Standard $H/A \rightarrow \tau\tau$ reconstruction ($\tau$ identification, kinematic and mass cuts), except for the $\Delta\phi(\text{jet-lepton})$ cut.

In both analyses, the nominal $b$-tagging performance at low luminosity has been assumed (see Chapter 10).

The analysis which enhances the fraction of events from direct production rejects more efficiently the $t\bar{t}$ and $b\bar{b}$ backgrounds because of the veto against $b$-jets. The analysis which selects mostly events from associated production will improve the sensitivity for moderate and large values of $\tan\beta$. In this case, the somewhat worse efficiency of the analysis is balanced by the improved $W+\text{jet}$ and $Z \rightarrow \tau\tau$ background rejection.

Since events are accepted either by one analysis or the other, the expected overall signal significances are obtained by adding in quadrature the signal significances expected for each analysis separately. As explained in more detail in [19-78] and indicated in Table 19-35, the combination of these two analyses improves the overall sensitivity to the $H/A \rightarrow \tau\tau$ channel for masses in the range 150 - 450 GeV by 60 - 100% with respect to what would be obtained with the more inclusive analysis following the analysis presented in the ATLAS Technical Proposal.
Results at low luminosity

The $H/A \rightarrow \tau\tau$ reconstruction efficiency was estimated from high-statistics samples of fully simulated events for three different values of $m_A$ ($m_A = 150, 300$ and $450$ GeV) and separately for the direct and associated Higgs-boson production processes. High statistics samples of the various background processes ($W$+jet, $t\bar{t}$, $b\bar{b}$ and $Z/\gamma^*$) have also been fully simulated and reconstructed to evaluate the rejections of the two analyses described above as accurately as possible (see [19-78] for more details). Background from $Zb\bar{b}$ production has not been simulated in detail, since it has been shown to be very small in earlier studies [19-37]. The background rejections obtained after all the selection criteria (kinematic and topological cuts, mass window and $\tau$ identification) are very high for the reducible $W$+jet, $t\bar{t}$ and $b\bar{b}$ backgrounds. Therefore, for the background processes, the acceptance for the $\tau$ identification criteria has been factorised from the rest, since they are essentially uncorrelated to each other (the residual background from these processes contains only small contributions with real $\tau$-leptons).

Table 19-35  Expected $H/A \rightarrow \tau\tau$ signal and background rates as a function of $m_A$ for the lepton-hadron channel with $\tan\beta = 10$ and an integrated luminosity of 30 fb$^{-1}$. The rates are given separately for each production mechanism: direct ($gg \rightarrow H/A$) and associated ($b\bar{b}H$, $b\bar{b}A$) Higgs-boson production and for the direct/associated analyses (see text). The signal event rates correspond to the summed $H \rightarrow \tau\tau$ and $A \rightarrow \tau\tau$ rates. The expected signal significances are shown separately for the two analyses and for an integrated luminosity of 30 fb$^{-1}$. The overall combined significances are finally shown for integrated luminosities of 30 fb$^{-1}$ and 300 fb$^{-1}$, accounting for the degraded performance expected at high luminosity (see text). For comparison the signal significance expected from an inclusive analysis, described in [19-76], is also shown.

$$
\begin{array}{lcccc}
\hline
m_A \text{ (GeV)} & \text{150} & \text{300} & \text{450} \\
\hline
\sigma \times \text{BR for direct production (pb)} & 1.3 & 0.05 & 0.015 \\
\sigma \times \text{BR for associated production (pb)} & 2.9 & 0.28 & 0.04 \\
\text{Mass window (GeV)} & \pm 30 \text{ GeV} & \pm 55 \text{ GeV} & \pm 75 \text{ GeV} \\
\hline
\end{array}
$$

Inclusive analysis

- Signal significance for 30 fb$^{-1}$: 5.7, 1.2, 0.6

Direct/associated analysis

- Event rates:
  - Direct production: $49 / 2$, $9.5 / 0.35$, $1.5 / 0.16$
  - Associated production: $56 / 72$, $6 / 18$, $1.3 / 6.3$
  - Total signal: $105 / 74$, $15.5 / 18$, $2.8 / 6.5$
  - $W$+jet: $530 / 46$, $740 / 43$, $228 / 22$
  - $t\bar{t}$: $7 / 6$, $9 / 8$, $5 / 4$
  - $b\bar{b}$: $14 / 29$, $4 / 21$, $1 / 6$
  - $Z\gamma \rightarrow \tau\tau$: $163 / 5$, $41 / 2$, $7 / 0.5$
  - Total background: $714 / 86$, $794 / 74$, $241 / 32.5$
  - Signal significance for 30 fb$^{-1}$: $3.9 / 8.0$, $0.6 / 2.1$, $0.2 / 1.1$
  - Combined significance for 30 fb$^{-1}$: $8.9$, $2.2$, $1.2$
  - Combined significance for 300 fb$^{-1}$: $12.5$, $3.8$, $2.1$

Table 19-35 gives the expected $H/A \rightarrow \tau\tau$ signal rates for three values of $m_A$ and for an integrated luminosity of 30 fb$^{-1}$. The results are shown for $\tan\beta = 10$, separately for the direct and associated production processes and for each of the selection analyses. The signal from associated pro-
duction accounts for 70 - 80% of the total signal rate. The analysis requiring a tagged $b$-jet selects almost exclusively signal events from associated production, but a large fraction of these are also selected by the other analysis for low values of $m_{A'}$ due to the limited acceptance in $p_T$ and $|\eta|$ of the $b$-tagging algorithm.

The dominant background selected by the analysis optimised for direct Higgs-boson production arises from $W$+jet events, which have the largest production cross-section of all the background processes. For low values of $m_{A'}$, the irreducible background from $Z\rightarrow \tau\tau$ is also significant for events selected with this analysis. In contrast, the analysis optimised for associated Higgs-boson production rejects much better the $W$+jet and $Z\rightarrow \tau\tau$ backgrounds, but due to their large production cross sections the dominant residual backgrounds remain to be $W$+jet and $bb$ production.

In conclusion, the direct production analysis contributes significantly only for low values of $m_{A'}$, but provides a signal-to-background ratio of only 0.15 for $m_{A'} = 150$ GeV, even though it selects events with better mass resolution. In contrast, the associated production analysis provides a signal-to-background ratio close to 0.9 for the same values of $m_{A'}$ and above 0.2 for the higher values of $m_{A'}$.

Table 19-35 also shows the signal significances combined for both analyses for an integrated luminosity of 30 fb$^{-1}$. For $m_{A'} = 150$ GeV, the inclusion of the direct production analysis improves the significance obtained with the associated production analysis by ~10%. This improvement increases as $\tan\beta$ decreases, since the fraction of events arising from direct production increases. The combined method therefore improves the signal observability mostly for moderate values of $\tan\beta$. For large values of $\tan\beta$, the analysis requiring a tagged $b$-jet improves considerably the signal-to-background ratio and hence the signal observability with respect to previous more inclusive studies [19-14].

**Figure 19-56** For the direct production analysis, for $\tan\beta = 25$ and for an integrated luminosity of 30 fb$^{-1}$, distribution of $m_{\tau\tau}$ shown for the total background (dashed shaded curve) and for the sum of the $H/A \rightarrow \tau\tau$ signals at $m_{A'} = 150$, 300 and 450 GeV, and the background (solid curve and points with error bars).

**Figure 19-57** Same as Figure 19-56, but for the associated production analysis.
Table 19-36 shows for three values of $m_A$ and for integrated luminosities of 30 fb$^{-1}$ and 300 fb$^{-1}$ the lower limit values of $\tan\beta$ corresponding to a 5$\sigma$ discovery for the $H/A \to \tau\tau$ channel. The errors assigned to the $\tan\beta$ values are those which would arise if the overall background were assumed to have a systematic uncertainty of $\pm 20\%$.

Table 19-36 - For three values of $m_A$ and for integrated luminosities of 30 fb$^{-1}$ and 300 fb$^{-1}$, lower limits of $\tan\beta$ corresponding to a 5$\sigma$ discovery in the $H/A \to \tau\tau$ channel.

<table>
<thead>
<tr>
<th>$m_A$ (GeV)</th>
<th>30 fb$^{-1}$</th>
<th>300 fb$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>7.5 $\pm$ 0.5</td>
<td>6.0 $\pm$ 0.5</td>
</tr>
<tr>
<td>300</td>
<td>14.5 $\pm$ 0.7</td>
<td>11.0 $\pm$ 0.5</td>
</tr>
<tr>
<td>450</td>
<td>19.5 $\pm$ 1.0</td>
<td>15.0 $\pm$ 0.6</td>
</tr>
</tbody>
</table>

Figures 19-56 and 19-57 show the $m_{\tau\tau}$ distributions expected for the summed signal and background, for three values of $m_A$ with $\tan\beta = 25$ and for an integrated luminosity of 30 fb$^{-1}$, respectively for the direct and associated analyses. Finally, Figures 19-58, 19-59 and 19-60 show, respectively, for signal events with $m_A = 150$, 300 and 450 GeV, the $m_{\tau\tau}$ distribution for the appropriate mixture of direct and associated production events and for the value of $\tan\beta$ corresponding to a 5$\sigma$-discovery for an integrated luminosity of 30 fb$^{-1}$ (first column of Table 19-36).

Figure 19-58 - For the appropriate mixture of $H/A \to \tau\tau$ events from direct and associated production and for low-luminosity performance, distribution of reconstructed $\tau\tau$ mass for $m_A = 150$ GeV and $\tan\beta = 7.5$ (5$\sigma$ discovery limit).

Figure 19-59 - Same as Figure 19-58, but for $m_A = 300$ GeV and $\tan\beta = 15$.

Figure 19-60 - Same as Figure 19-58, but for $m_A = 450$ GeV and $\tan\beta = 20$. 
Results at high luminosity

At high luminosity, the efficiency for τ identification and the background rejection can be maintained at their low-luminosity values, but the sensitivity to the H/A → ττ channel is significantly degraded due to pile-up effects:

- The $E_{T}^{\text{miss}}$ resolution is degraded by a factor of two at high luminosity and this directly affects the $m_{\tau\tau}$ reconstruction. The $m_{\tau\tau}$ resolution is degraded by a factor of two as can be seen from Figures 19-58 and 19-61.
- The acceptance in the mass window, which has to be twice as wide compared to its low-luminosity value, nevertheless decreases by about 30% (20%) for $m_{A} = 150$ GeV ($m_{A} > 300$ GeV).

In addition, the acceptance for the signal is reduced at high luminosity due to:

- the reduced $b$-tagging efficiency (50% instead of 60%) for the same rejection of non-$b$-jets;
- the higher threshold on the jet $p_{T}$ (30 GeV instead of 15 GeV);

The overall impact of high luminosity operation on the signal significance arises therefore mostly from the degradation of the $\tau\tau$ mass reconstruction due to pile-up and the $b$-tagging efficiency. The high luminosity signal significance is about 50% of the low luminosity significance for the same integrated luminosity. A real improvement on the 5σ discovery curve at low luminosity can be only expected after collecting the ultimate integrated luminosity of 300 fb$^{-1}$.

The expected 5σ discovery contour curves in the $(m_{A}, \tan\beta)$ plane as a function of integrated luminosity are shown in Figure 19-62 for the combined H/A → ττ signal. Even for a moderate integrated luminosity of 30 fb$^{-1}$, a signal should be observed over a large region of the $(m_{A}, \tan\beta)$ plane. This region can be increased only for the largest integrated luminosities achievable with high luminosity operation, due to the degraded performance at high luminosity discussed above. For an integrated luminosity of 300 fb$^{-1}$, some sensitivity may also be achieved for low values of $\tan\beta$, in a region where the dominant signal contribution arises from direct $A \rightarrow \tau\tau$ production.
19.3.2.6 \( H/A \rightarrow \mu \mu \)

The \( H \rightarrow \mu \mu \) decay channel cannot be observed for a SM Higgs because of both the very small signal rate and the large backgrounds from several SM processes. However, because of the large enhancement of rates through \( b\bar{b}H \) and \( b\bar{b}A \) production and of some enhancement of the branching ratio, both present at large \( \tan\beta \), it can be observed in the MSSM case. The rates for this channel are governed by the same couplings as for the \( \tau\tau \) channel, but the branching ratio scales as \( (m_\mu/m_\tau)^2 \).

This huge reduction in signal rates with respect to the \( \tau\tau \) channel is compensated to some extent by the much better identification efficiency and experimental resolution, which can be achieved in the \( \mu\mu \) channel. Also, in contrast to the \( H/A \rightarrow \tau\tau \) channel, the efficiency of the reconstruction procedure and the mass resolution are comparable for the direct and associated production.

The final state contains isolated high-\( p_T \) muons and, for associated production, two additional spectator \( b \)-jets. In the standard event selection two muons with \( p_T > 20 \) GeV and \( |\eta| < 2.5 \) are required. This selection has a high acceptance, of 50 - 60\%. The expected mass resolution, using the combined muon reconstruction, is \( \sigma_m/m = 2-3\% \). The intrinsic width of the Higgs boson increases with \( m_A \) and \( \tan\beta \). It is of the order of \(-1 \) GeV for \( \tan\beta = 10 \) and \( 100 < m_H < 500 \) GeV and varies between 6 - 25 GeV for \( \tan\beta = 50 \). In the chosen mass window of \( m_H \pm 1.64 \left( \Gamma_H^{\text{tot}}/2.36 \right)^{1/2} \), almost 90\% of the signal events are contained, as described in Section 8.6.2.

The background in this channel is dominated by irreducible \( Z/\gamma^* \rightarrow \mu\mu \) Drell-Yan production and reducible \( t\bar{t} \) production with both top-quarks decaying into muons, \( t \rightarrow \mu\nu b \). The expected cross-section for \( Z/\gamma^* \rightarrow \mu\mu \) Drell-Yan production is 1400 pb for dimuon events with a mass above \(-80 \) GeV and \(-6 \) pb for \( t\bar{t} \) events with two muons in the final state. A potential background source is also \( b\bar{b} \) production with a total cross-section of 500 \( \mu \)b. After applying the kinematic cuts and muon isolation criteria, this background is found to be a negligible fraction of the total background. After an inclusive selection (see Table 19-37) the irreducible \( Z/\gamma^* \rightarrow \mu\mu \) Drell-Yan background is dominant, while the \( t\bar{t} \) background contributes only at the level of 20 - 30\% of the total background over the mass range of interest. This fraction increases with increasing values of \( m_\mu\mu \).

Since the direct and associated production result in substantially different final states, analyses, optimised separately for each production process [19-79], as in the \( H/A \rightarrow \tau\tau \) case (see Section 19.3.2.5), are used. Moreover, it was found that both the irreducible and reducible backgrounds can be rejected further by applying cuts on the \( p_T \) of the dimuon system, \( p_T^{\mu\mu} \), and on \( E_T^{\text{miss}} \).

The optimised analyses require:

- \( E_T^{\text{miss}} < 20 \) GeV at low luminosity and \( E_T^{\text{miss}} < 40 \) GeV at high luminosity;
- \( p_T^{\mu\mu} < 100 \) GeV:
- one \( b \)-tagged jet for the associated analysis, and a \( b \)-jet veto for the direct analysis. For low luminosity, the threshold on the \( b \)-tagged jet is set to 15 GeV, while for high luminosity, it is raised to 30 GeV.
Raising the \( E_{\text{T}} \text{miss} \) threshold reduces the \( \tilde{t}\tilde{t} \) rejection, and thereby the sensitivity by 10%. Raising the jet threshold to 30 GeV implies an additional loss in significance of less than 10%. For high-luminosity operation, one expects a degradation of the nominal \( b \)-tagging efficiency from 60% to 50%, while the mass resolution and reconstruction efficiency for muons remain essentially the same.

The signal will be observed above the background as a narrow peak in the invariant dimuon mass distribution, \( m_{\mu\mu} \), as shown in Figure 19-63. Table 19-37 gives the expected numbers of signal and background events in

<table>
<thead>
<tr>
<th>( m_A ) (GeV)</th>
<th>125</th>
<th>150</th>
<th>200</th>
<th>300</th>
<th>450</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma \times \text{BR} ) for direct production (fb)</td>
<td>9.6 (A only)</td>
<td>9.1</td>
<td>2.3</td>
<td>0.3</td>
<td>0.05</td>
</tr>
<tr>
<td>( \sigma \times \text{BR} ) for associated prod. (fb)</td>
<td>26 (A only)</td>
<td>24</td>
<td>10</td>
<td>2.3</td>
<td>0.41</td>
</tr>
</tbody>
</table>

### Inclusive analysis

Events rates \( (m_{\mu\mu} = m_A \pm 2\sigma) \)

<table>
<thead>
<tr>
<th>( m_A ) (GeV)</th>
<th>125</th>
<th>150</th>
<th>200</th>
<th>300</th>
<th>450</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total signal</td>
<td>492</td>
<td>430</td>
<td>163</td>
<td>48.5</td>
<td>9.2</td>
</tr>
<tr>
<td>( Z/\gamma^* \rightarrow \mu\mu )</td>
<td>78 240</td>
<td>22 200</td>
<td>8 300</td>
<td>2 325</td>
<td>670</td>
</tr>
<tr>
<td>( t\bar{t} )</td>
<td>3 492</td>
<td>3 600</td>
<td>2 460</td>
<td>830</td>
<td>220</td>
</tr>
<tr>
<td>Total background</td>
<td>81732</td>
<td>25 800</td>
<td>10 760</td>
<td>3 150</td>
<td>890</td>
</tr>
<tr>
<td>Significance for 30 fb(^{-1})</td>
<td>1.7</td>
<td>2.7</td>
<td>1.6</td>
<td>0.9</td>
<td>0.3</td>
</tr>
</tbody>
</table>

### Direct/associated analysis

Events rates \( (m_{\mu\mu} = m_A \pm 2\sigma) \)

<table>
<thead>
<tr>
<th>( m_A ) (GeV)</th>
<th>125</th>
<th>150</th>
<th>200</th>
<th>300</th>
<th>450</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct production</td>
<td>121 / 2</td>
<td>116 / 2.8</td>
<td>29 / 0.7</td>
<td>2.7 / 0.07</td>
<td>0.4 / 0.01</td>
</tr>
<tr>
<td>Associated production</td>
<td>297 / 65</td>
<td>266 / 74</td>
<td>121 / 33</td>
<td>29.6 / 8.7</td>
<td>4.2 / 1.3</td>
</tr>
<tr>
<td>Total signal</td>
<td>418 / 67</td>
<td>382 / 77</td>
<td>150 / 33</td>
<td>32.3 / 8.7</td>
<td>4.6 / 1.3</td>
</tr>
<tr>
<td>( Z/\gamma^* \rightarrow \mu\mu )</td>
<td>( 60850/1180 )</td>
<td>15 300 / 430</td>
<td>8 840 / 220</td>
<td>1 700 / 27.4</td>
<td>102 / 7</td>
</tr>
<tr>
<td>( t\bar{t} )</td>
<td>( 57 / 137 )</td>
<td>56 / 174</td>
<td>41.98</td>
<td>12 / 32</td>
<td>1 / 4</td>
</tr>
<tr>
<td>Total background</td>
<td>( 60910/1317 )</td>
<td>15 354 / 604</td>
<td>8 880 / 318</td>
<td>1 712 / 59</td>
<td>103 / 11</td>
</tr>
<tr>
<td>Significance for 30 fb(^{-1})</td>
<td>1.7 / 1.9</td>
<td>3.1 / 3.1</td>
<td>1.6 / 1.9</td>
<td>0.8 / 1.1</td>
<td>0.4 / 0.4</td>
</tr>
<tr>
<td>Combined significance for 30 fb(^{-1})</td>
<td>2.5</td>
<td>4.4</td>
<td>2.4</td>
<td>1.4</td>
<td>0.6</td>
</tr>
<tr>
<td>(A only)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined significance for 300 fb(^{-1})</td>
<td>6.8</td>
<td>11.6</td>
<td>6.4</td>
<td>3.3</td>
<td>1.8</td>
</tr>
<tr>
<td>(A only)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Raising the \( E_{\text{T}} \text{miss} \) threshold reduces the \( \tilde{t}\tilde{t} \) rejection, and thereby the sensitivity by 10%. Raising the jet threshold to 30 GeV implies an additional loss in significance of less than 10%. For high-luminosity operation, one expects a degradation of the nominal \( b \)-tagging efficiency from 60% to 50%, while the mass resolution and reconstruction efficiency for muons remain essentially the same.

The signal will be observed above the background as a narrow peak in the invariant dimuon mass distribution, \( m_{\mu\mu} \), as shown in Figure 19-63. Table 19-37 gives the expected numbers of signal and background events in

### Table 19-38

For five values of \( m_A \) and for integrated luminosities of 30 fb\(^{-1}\) and 300 fb\(^{-1}\), lower limits of tan\( \beta \) corresponding to a 5\( \sigma \) discovery in the \( H/A \rightarrow \mu\mu \) channel.

<table>
<thead>
<tr>
<th>( m_A ) (GeV)</th>
<th>30 fb(^{-1})</th>
<th>300 fb(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>21.0</td>
<td>12.9</td>
</tr>
<tr>
<td>150</td>
<td>15.9</td>
<td>9.8</td>
</tr>
<tr>
<td>200</td>
<td>21.0</td>
<td>13.1</td>
</tr>
<tr>
<td>300</td>
<td>32.3</td>
<td>20.9</td>
</tr>
<tr>
<td>450</td>
<td>43.3</td>
<td>25.0</td>
</tr>
</tbody>
</table>
the appropriate mass window for an integrated luminosity of 30 fb\(^{-1}\) and \(\tan\beta = 15\). For \(m_A = 120\) GeV, only \(A\)-boson production is used, since the \(H\) and \(A\) masses are not degenerate and more complicated formulae have to be used for the calculation of the expected significance. For comparison, results are given for the inclusive analysis as well as for the more exclusive selections. There is a clear gain with the tighter selection, since the more favourable signal-to-background ratio leads to a better significance. Combining the results of both analyses enhances the sensitivity to this channel. Unlike in the \(H/A \rightarrow \tau\tau\) case, there is no degradation in the mass resolution in the case of the associated production. The \(b\)-tagging of the spectator \(b\)-quark suppresses the dominant \(Z/\gamma^* \rightarrow \mu\mu\) continuum background very effectively.

The expected significances for the inclusive, the associated and direct analyses and the combination of the latter two are given in Table 19-37 for integrated luminosities of 30 fb\(^{-1}\) and 300 fb\(^{-1}\). The 5\(\sigma\) limit on \(\tan\beta\) for the combined analysis is given in Table 19-38 as a function of \(m_A\). The expected 5\(\sigma\)-discovery contour curves for the combined \(H/A \rightarrow \mu\mu\) signal are shown in Figure 19-64. The sensitivity to this channel is somewhat weaker than to the \(\tau\tau\) channel as can be seen by comparing Tables 19-38 and 19-36. Nevertheless, the \(H/A \rightarrow \mu\mu\) channel also covers a substantial fraction of the \((m_A, \tan\beta)\) parameter space and provides a more precise measurement of the Higgs-boson mass (see Section 19.3.4.1).
19.3.2.7 $H/A \to t\bar{t}$

Due to the strong coupling of the SM Higgs boson to gauge-boson pairs, the $H \to t\bar{t}$ branching ratio is too small for this channel to be observable in the SM case. In the MSSM case, however, the $H \to t\bar{t}$ and $A \to t\bar{t}$ branching ratios are close to 100% for $m_H, m_A > 2 m_t$ and for $\tan\beta \sim 1$. The $H \to t\bar{t}$ and $A \to t\bar{t}$ decays cannot be distinguished experimentally from each other, since the $H$- and $A$-bosons are almost degenerate in mass in the relevant region of parameter space.

As discussed in the literature [19-80], a signal from $H/A \to t\bar{t}$ decays would appear as a peak in the $t\bar{t}$ invariant mass spectrum above the $t\bar{t}$ continuum background for values of $m_H$ smaller than 500 GeV. There is an interference between the signal and background amplitudes which causes an oscillating structure in the differential cross-section around $s = m_{t\bar{t}}^2$. This leads to a strong suppression of the observability of the signal at higher masses. As a consequence, for $m_H = 500$ GeV the total top-quark production cross-section differs very little from the cross-section with no Higgs boson being present. This interference effect is much stronger for the $A$ than for the $H$ boson. From the results presented in [19-80] this suppression of the total $H+A$ rates is estimated to be roughly 30% for $m_H = 370$ GeV, 50% for $m_H = 400$ GeV and 70% for $m_H = 450$ GeV. These factors are taken into account in the analysis presented below (see also Table 19-39).

The signal is extracted [19-81] by searching for $WWb\bar{b}$ final states, with one $W \to l\nu$ and one $W \to jj$ decay. The lepton is required for the LVL1 trigger and all the jets, i.e. those from $W$-decay and the two $b$-jets, are required to have $p_T > 40$ GeV. It is expected that the experiment could trigger on such topologies and reconstruct them efficiently at both low and high luminosities. Both $b$-jets are required to be tagged, with an efficiency $\epsilon_b = 60\%$ (50%) at low (high) luminosity. Both top-quark decays are fully reconstructed (following the algorithm presented in Section 19.2.4.3) and a constraint on $m_t$ is used to improve the resolution on the reconstructed $t\bar{t}$ invariant mass, $m_{t\bar{t}}$. The expected mass resolution, $\sigma_{m_{t\bar{t}}}$, increases from 14 to 20 GeV as $m_H$ increases from 370 to 450 GeV. After both top quark have been reconstructed, the background from continuum $t\bar{t}$ production is much larger than all other backgrounds (such as $W$+jet). The reconstructed $m_{t\bar{t}}$ distribution for signal and background events is shown in Figure 19-65 for $m_A = 370$ GeV and $\tan\beta = 1.5$.

The mass resolutions quoted above imply that the width of a typical mass window for observing most of the signal would be between $\pm 30$ GeV and $\pm 40$ GeV. The extraction of the signal would only be possible for Higgs masses away from the kinematic peak of the background distribution, which is

<table>
<thead>
<tr>
<th>$m_A$(GeV)</th>
<th>370</th>
<th>400</th>
<th>450</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma \times \mathrm{BR}$ (pb)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(no interference)</td>
<td>11.8</td>
<td>8.4</td>
<td>4.8</td>
</tr>
<tr>
<td>(with interference)</td>
<td>8.3</td>
<td>4.2</td>
<td>1.4</td>
</tr>
<tr>
<td>Signal</td>
<td>3190</td>
<td>2120</td>
<td>980</td>
</tr>
<tr>
<td>Background</td>
<td>34200</td>
<td>39500</td>
<td>52900</td>
</tr>
<tr>
<td>Significance</td>
<td>8.2</td>
<td>5.4</td>
<td>4.3</td>
</tr>
</tbody>
</table>

Table 19-39 Observability of the $H/A \to t\bar{t}$ channel for an integrated luminosity of 30 fb$^{-1}$ and for $\tan\beta = 1.5$. The signal rates are computed using the rough estimate of the impact of the negative interference between the $H/A \to t\bar{t}$ signal and $t\bar{t}$ continuum production. For $m_A = 400$ GeV, a systematic uncertainty of 1% was assumed for the background.
around $m_{t\bar{t}} = 400$ GeV. Such an extraction assumes that the uncertainty on the shape of the continuum background is small and that it can be fitted from events outside the assumed Higgs mass window. Details on the fitting procedure can be found in [19-81]. This leads to the significance levels given in Table 19-39.

For masses close to 400 GeV only an excess of events above the continuum background would be observed. This excess would be statistically significant, as shown in Table 19-39 and Figure 19-65, but this significance would only be meaningful if the theoretical uncertainties on the continuum background shape were not larger than about a percent. Although the theoretical uncertainties on the continuum $t\bar{t}$ production are much larger today, it is hoped that they would be reduced with time, and that the experimental data at the LHC would also contribute to a better understanding of heavy-flavour continuum production.

For the optimistic scenario assuming that the differential spectrum of $m_{t\bar{t}}$ would be known to better than 1% from a contribution of theory and experimental data, the signal significances including this systematic uncertainty for masses close to 400 GeV are shown in Table 19-39, and the 5\sigma-discovery contour curves in the $(m_A, \tan\beta)$ plane for $H/A \rightarrow t\bar{t}$ decays are shown in Figure 19-66. These curves cover at best a limited region in parameter space, namely that corresponding to $2m_t < m_A < 470$ GeV. In conclusion, this channel will be only of very limited use as a discovery channel.

19.3.2.8 $b\bar{b}H$ and $b\bar{b}A$ production with $H/A \rightarrow b\bar{b}$

Final states containing four $b$-jets have been proposed in the literature [19-82] as signatures with a substantial discovery potential for heavy Higgs bosons in supersymmetric models. The channels of interest are:

- $b\bar{b}H$, $b\bar{b}A$ associated production with the subsequent $H/A \rightarrow b\bar{b}$ decay;
• $H \rightarrow hh \rightarrow b\overline{b}b\overline{b}$ (discussed in Section 19.3.2.9).

As described below, both channels have interesting features for the MSSM Higgs search. Their main drawback is the enormous background from QCD multijet production, and hence the very small signal-to-background ratio. In addition, triggering on purely hadronic final states is always a problem at hadron colliders. In order to maintain a LVL1 trigger rate from jets at a low enough level, rather high $E_T$ thresholds have to be set on the individual jets [19-83] (see also Section 11.7.3). At present, ATLAS foresees three basic jet triggers at LVL1, a single jet trigger with a $p_T$ threshold of 180 GeV, a three-jet trigger with a $p_T$ threshold of 75 GeV on each jet, and a four jet-trigger with a $p_T$ threshold of 55 GeV on each jet. These values apply to low-luminosity running. At high luminosity, they have to be raised to values of 290 GeV for single jet, 130 GeV for three jets and 90 GeV for four jets. These threshold settings limit the LVL1 jet trigger rate to the few kHz range, since the LVL2 trigger is not expected to reduce them by large factors.

For the particular Higgs-boson channels discussed here, these high thresholds lead to significant acceptance losses. If, on the other hand, efficient $b$-tagging could be performed with the LVL2 trigger, the LVL1 thresholds could be lowered. The possibility of applying $b$-tagging at LVL2 has been investigated already in some detail [19-83][19-84][19-85] and further work is in progress.

Given the difficulties described above, the analysis of these channels is performed in two steps. First, no acceptance losses at the trigger level are assumed, in order to determine the optimum physics coverage. In a second step, the events are subjected to the actual ATLAS LVL1 trigger thresholds, which represents a more realistic scenario, even if it could be considered pessimistic in certain cases (see below).

Analysis without trigger requirements

The $b\overline{b}H$ and $b\overline{b}A$ associated production with $H/A \rightarrow b\overline{b}$ is strongly enhanced for large values of $\tan \beta$ and has been reported as a very promising channel [19-82]. This mode would be particularly interesting for large values of $m_H$ and $m_A$ for which the sensitivity to the $H/A \rightarrow \tau \tau$ channel slowly disappears (see Section 19.3.2.5). This channel has been studied carefully and the details are reported in [19-86].

For large values of $m_A$ the final state has a very characteristic topology: the two hardest jets in the event come from the $H/A \rightarrow b\overline{b}$ decay, while the softer ones come predominantly from the associated $b\overline{b}$ pair and from initial/final-state radiation. These features can be used for the event selection, for which at least four reconstructed jets are required in the final state. A more favourable signal-to-background ratio is obtained, if the selection requires that the four jets of the highest transverse energies are tagged as $b$-jets. The background is dominated by events containing true $b$-jets. The contribution from events with at least one mis-identified jet is below 10%, if one assumes the default performance of the $b$-tagging algorithm at low luminosity (see Chapter 10).
The two leading jets are required to satisfy high $p_T$ thresholds which are optimised as a function of $m_A$, as shown in Table 19-40. The $p_T$ of the other two jets is required to be above 50 GeV and 30 GeV, respectively. For $m_A = 200$ GeV, the $p_T$ threshold is lowered to 30 GeV for both jets. For the signal events, the expected acceptance, is of the order of 10\% when four jets above these thresholds are required and the three most energetic ones are true $b$-jets ($b$-tagging efficiency is not included).

The two highest-$p_T$ jets are used for the reconstruction of the Higgs-boson mass, $m_{bb}$. The reconstructed $m_{bb}$ peak, for $\tan\beta = 50$ and an integrated luminosity of 300 fb$^{-1}$ is shown in Figure 19-67 for $m_A = 500$ GeV. Due to final-state radiation and hadronisation, the peak is rather broad, with a mass resolution of 50 GeV. About 20\% of the $b\bar{b}$ combinations entering the distribution are incorrect. The acceptance in a mass window of $\pm80$ GeV around $m_A$ is about 70\%.

![Figure 19-67](image1)

For $H/\phi \rightarrow b\bar{b}$ decays with $m_A = 500$ GeV from $b\bar{b}H$, $b\bar{b}A$ production with $\tan\beta = 50$ and for an integrated luminosity of 300 fb$^{-1}$, $m_{bb}$ distribution obtained from the two leading $b$-jets in the event.

![Figure 19-68](image2)

Same as Figure 19-67, but with the background included. The cross-hatched histogram shows the contribution from direct $b\bar{b}$ production and the dashed histogram represents the total background. The crosses show the summed signal and background. The signal events are clearly seen above the background (grey histogram).

This pure multi-$b$-jet final state will be very difficult to extract from the large QCD reducible and irreducible multi-jet background containing a variable number of real $b$-jets. A large sample of background events was generated using a shower approximation based on the hard-scattering dijet subprocess in the PYTHIA generator. The hard-scattering process was accompanied by initial- and final-state radiation, which both create additional jets with some fraction of $b$-jets from gluon splitting. After event selection but before applying the $b$-tagging procedure, the inclusive

<table>
<thead>
<tr>
<th>$m_A$ (GeV)</th>
<th>$p_T^{\text{min}}(\text{jet}_1)$ (GeV)</th>
<th>$p_T^{\text{min}}(\text{jet}_2)$ (GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>70</td>
<td>50</td>
</tr>
<tr>
<td>300</td>
<td>100</td>
<td>70</td>
</tr>
<tr>
<td>500</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>700</td>
<td>250</td>
<td>150</td>
</tr>
<tr>
<td>900</td>
<td>300</td>
<td>200</td>
</tr>
</tbody>
</table>

Table 19-40 $p_T$ thresholds required for the two leading jets as a function of $m_A$ for $H/\phi \rightarrow b\bar{b}$ decays from $b\bar{b}H$, $b\bar{b}A$ production.
background rates are approximately a factor of $10^4$ to $10^5$ higher than the signal rates in the mass window of interest. Requiring at least three identified $b$-jets reduces this factor to about $10^2$ to $10^3$.

Requiring in addition a fourth identified $b$-jet gains another factor of about two. In the sample containing at least three identified $b$-jets, approximately 40% of the background events contain at least three true $b$-jets, whereas in the sample containing at least four identified $b$-jets this fraction increases to 65%. The dominant remaining background arises from $gg$ and $gb$ production with gluon splitting into a $bar{b}$ pair. The contribution from direct $gg \rightarrow b\bar{b}$ production is found to be only at the level of 10% of the total background, as illustrated in Figure 19-68.

The final signal and background rates and the expected significances for an optimised selection procedure are given in Table 19-41 as a function of $m_A$, for $\tan\beta = 30$ and for integrated luminosities of 30 and 300 fb$^{-1}$.

As mentioned above, this channel has also been studied by requiring only 3 $b$-tagged jets [19-86]. Although the expected rates and significances are higher, the signal-to-background ratio is below 1%. It is rather unlikely that the systematic uncertainties on the background shape can be controlled to the precision required in this case. A selection requiring at least four identified $b$-jets, as presented in Table 19-41, yields a more favourable signal-to-background ratio (~3%) and also a more favourable ratio of irreducible-to-total background (~67%).

For a selection requiring four $b$-tagged jets and for an integrated luminosity of 300 fb$^{-1}$, a nominal significance larger than 5$\sigma$ could be achieved for $\tan\beta > 29$ ($m_H = 500$ GeV) and for $\tan\beta > 20$ ($m_H = 300$ GeV), as illustrated in Figure 19-69. The overall conclusion is that, even for an integrated luminosity of 300 fb$^{-1}$ and idealistic trigger conditions, the extraction of a $H/A \rightarrow b\bar{b}$ signal from $b\bar{b}H$, $b\bar{b}A$ production will be very difficult. More detailed results are presented in [19-86].

The coverage in parameter space is smaller than the coverage of the $\tau\tau$ channel, see Section 19.3.2.5), which, for an integrated luminosity of 300 fb$^{-1}$, extends down to $\tan\beta > 11$ ($m_H = 300$ GeV) and to $\tan\beta > 15$ ($m_H = 500$ GeV). For an integrated luminosity of 30 fb$^{-1}$, the respective lower limits on $\tan\beta$ are $\tan\beta > 30$ and $\tan\beta > 50$ for the $b\bar{b}$ channel and $\tan\beta > 15$ and $\tan\beta > 20$ for the $\tau\tau$ channel.

It should be stressed that the significances quoted in Table 19-41 for the $b\bar{b}$ channel are rather optimistic, since the estimates of the QCD background are very uncertain (the background could be under-estimated by a factor of three) and the assumptions used for $b$-tagging are rather optimistic for such high-$p_T$ jets. Systematic uncertainties due to the lack of knowledge of the background shape have not been taken into account in the significance estimates of Table 19-41. The results are optimistic also because the selection criteria are looser than those specified in the LVL1/LVL2 trigger menu (see [19-83] and Section 11.7.3).

**Acceptance with current trigger menu**

If the currently planned LVL1/LVL2 high-luminosity thresholds are applied (see Table 19-41), the acceptance for signal events is reduced by a factor of 4.7 (1.9) for $m_A = 300$ GeV ($m_A = 500$ GeV) while the background is reduced by a factor of three. This leads to a reduction in significance, for an integrated luminosity of 300 fb$^{-1}$, from 8.5 to 3.2 for $m_A = 300$ GeV and from 5.3 to 4.8 for $m_H = 500$ GeV. For $m_A = 200$ GeV the high-luminosity LVL1/LVL2 thresholds reduce the acceptance for signal events by almost a factor of 18.
**Table 19-41**  Expected signal and background rates inside the signal mass window as a function of $m_A$, for $H/A \rightarrow b\bar{b}$ decays for $b\bar{b}H$ and $b\bar{b}A$ production with $\tan\beta = 30$, after applying an optimised selection procedure. The numbers are given for integrated luminosities of 30 fb$^{-1}$ and 300 fb$^{-1}$ (without and with the LVL1 trigger thresholds applied).

<table>
<thead>
<tr>
<th>$m_A$ (GeV)</th>
<th>200</th>
<th>300</th>
<th>500</th>
<th>700</th>
<th>900</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma \times BR$ (pb)</td>
<td>107.0</td>
<td>29.0</td>
<td>3.5</td>
<td>0.9</td>
<td>0.2</td>
</tr>
</tbody>
</table>

### Integrated luminosity of 30 fb$^{-1}$

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal</td>
<td>2550</td>
<td>630</td>
<td>200</td>
<td>50</td>
<td>16</td>
</tr>
<tr>
<td>Background</td>
<td>43 000</td>
<td>24000</td>
<td>6100</td>
<td>1800</td>
<td>520</td>
</tr>
<tr>
<td>$S/B$</td>
<td>5.9%</td>
<td>2.6%</td>
<td>2.8%</td>
<td>2.8%</td>
<td>3.0%</td>
</tr>
<tr>
<td>$S/\sqrt{B}$</td>
<td>12.4</td>
<td>4.1</td>
<td>2.6</td>
<td>1.2</td>
<td>0.7</td>
</tr>
</tbody>
</table>

### Integrated luminosity of 300 fb$^{-1}$

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal</td>
<td>12 440</td>
<td>3080</td>
<td>960</td>
<td>240</td>
<td>80</td>
</tr>
<tr>
<td>Background</td>
<td>230 000</td>
<td>130 000</td>
<td>33 000</td>
<td>10 000</td>
<td>2 800</td>
</tr>
<tr>
<td>$S/B$</td>
<td>5.4%</td>
<td>2.4%</td>
<td>2.9%</td>
<td>2.4%</td>
<td>2.8%</td>
</tr>
<tr>
<td>$S/\sqrt{B}$</td>
<td>26</td>
<td>8.5</td>
<td>5.3</td>
<td>2.4</td>
<td>1.5</td>
</tr>
</tbody>
</table>

### Integrated luminosity of 300 fb$^{-1}$ including LVL1 trigger thresholds

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal</td>
<td>710</td>
<td>650</td>
<td>510</td>
<td>240</td>
<td>80</td>
</tr>
<tr>
<td>Background</td>
<td>13 000</td>
<td>40 000</td>
<td>11 000</td>
<td>10 000</td>
<td>2 800</td>
</tr>
<tr>
<td>$S/B$</td>
<td>5.5%</td>
<td>1.6%</td>
<td>4.6%</td>
<td>2.4%</td>
<td>2.8%</td>
</tr>
<tr>
<td>$S/\sqrt{B}$</td>
<td>6.2</td>
<td>3.2</td>
<td>4.8</td>
<td>2.4</td>
<td>1.5</td>
</tr>
</tbody>
</table>
Figure 19-69 shows the 5σ-discovery contour curves in the \((m_A, \tan \beta)\) plane before and after applying the LVL1/LVL2 trigger thresholds. The curves have not been extended to masses below \(m_A = 200\) GeV since the acceptance of the LVL1/LVL2 trigger is reduced for \(m_A = 200\) GeV to only 6% of that of the off-line selection.

In conclusion, the \(b\bar{b}H\), \(b\bar{b}A\) channel with \(H/A \rightarrow b\bar{b}\) decay cannot be observed over most of the MSSM parameter space. Even for large values of \(m_A\) and \(\tan \beta\), the large uncertainties on the QCD multijet backgrounds imply that the results shown in Figure 19-69 are optimistic and that therefore this channel cannot be considered as a discovery channel at LHC.

19.3.2.9 \(H \rightarrow hh\)

This channel would be particularly interesting, since it would allow the simultaneous observation of two Higgs bosons. Possible final states of interest are:

- \(H \rightarrow hh \rightarrow b\bar{b}b\bar{b}\). It would provide the largest signal rate, but would require a four-jet trigger with as low a \(p_T\)-threshold as possible and excellent \(b\)-tagging performance to control the overwhelming backgrounds from four-jet events.

- \(H \rightarrow hh \rightarrow b\bar{b}\tau\tau\). The presence of at least one lepton from \(\tau\)-decay would be required as a trigger, and the mass reconstruction of the \(\tau\tau\)-pair would follow that described for \(H/A \rightarrow \tau\tau\) decays. The dominant backgrounds would be from \(t\bar{t}\) and \(W+\text{jet}\) production. This channel is difficult due to the poor mass resolution for the signal and the very large backgrounds.

- \(H \rightarrow hh \rightarrow b\bar{b}\gamma\gamma\). This channel can be easily triggered upon and it offers good kinematic constraints and mass resolution for the reconstruction of \(m_H\). The rate is however very limited.

The observability of the \(H \rightarrow hh \rightarrow b\bar{b}\gamma\gamma\) and \(H \rightarrow hh \rightarrow b\bar{b}b\bar{b}\) channels is discussed in this section. Similar final states occur from \(A \rightarrow Zh\) decays. If the \(Z\)-boson and \(h\)-boson were degenerate in mass, the observability of the \(H \rightarrow hh\) signal could be improved by \(A \rightarrow Zh\) production with \(Z \rightarrow b\bar{b}\) and \(h \rightarrow \gamma\gamma\) or \(h \rightarrow b\bar{b}\). The branching ratio \(BR(A \rightarrow Zh) \times BR(Z \rightarrow b\bar{b})\) is much smaller than \(BR(H \rightarrow hh) \times BR(h \rightarrow b\bar{b})\), but the cross-section for \(A\) production is larger than for \(H\) production, and therefore the additional contribution from the \(A \rightarrow Zh\) channel would be at the level of 10 - 15%. This additional contribution has not been included in the studies presented below.
The $H \to hh \to b\bar{b}\gamma\gamma$ channel.

To extract a signal in this channel, events were selected to have:

- Two isolated photons, with $|\eta| < 2.5$ and $p_T > 20$ GeV which serve as a trigger.
- Two jets with $|\eta| < 2.5$ and $p_T > 15$ GeV ($p_T > 30$ GeV) at low (high) luminosity of which at least one is required to be tagged as a $b$-jet. The invariant mass of the two-jet system is denoted $m_{bj}$ in the following.
- No other jet with $|\eta| < 2.5$ and $p_T > 15$ GeV ($p_T > 30$ GeV) at low (high) luminosity.
- The masses of the two-photon and dijet systems are required to be in a window of $\pm 2$ GeV and $\pm 26$ GeV around $m_H$, respectively. For events passing these cuts, the four-vectors of the photons and $b$-jets are rescaled to obtain $m_{\gamma\gamma} = m_{bj} = m_H$. This rescaling improves the invariant mass resolution for the $b\bar{b}\gamma\gamma$ system, $m_{bj\gamma\gamma}$.
- The invariant mass of the $b\bar{b}\gamma\gamma$ system is required to be within $\pm 20$ GeV of $m_H$. The signal acceptance in the mass window is 70% after the $m_H$ constraints.

Figure 19-70 shows, for $m_H = 300$ GeV and $m_H = 98$ GeV, the reconstructed mass of the $\gamma\gamma$, $jb$, and $\gamma\gamma jb$ systems (without and with $h$-boson mass constraints).

At high luminosity, the expected $m_{bj\gamma\gamma}$ mass resolution increases by $\sim 20\%$ and the $b$-tagging efficiency decreases from 60% to 50%. In addition, since the $p_T$-thresholds on the jets have to be raised, the kinematic acceptance for the signal decreases from $\sim 12\%$ at low luminosity to $\sim 6.5\%$ at high luminosity.
The estimates for the observability of the $H \to b\bar{b}\gamma\gamma$ signal given below can be considered as conservative at high luminosity, since a higher $p_T$ threshold has been applied before recalibration of the jet energies.

Several background sources are considered: irreducible $b\bar{b}\gamma\gamma$ and reducible $b\gamma\gamma$, $c\bar{c}\gamma\gamma$, $c\gamma\gamma$, $c\bar{c}\gamma\gamma$ and $jj\gamma$, which are all estimated using the parton-shower approach in PYTHIA. There are large uncertainties on these background estimates, due to the poor knowledge of the total $b\bar{b}$, $c\bar{c}$ and $jj$ cross-sections, and due to the procedure used to simulate photon bremsstrahlung in these processes. The various photon bremsstrahlung backgrounds were further reduced by requiring that the larger of the two $h$-boson transverse momenta be larger than a threshold value, typically of 60 - 80 GeV. Even for the requirement of only one tagged $b$-jet, the expected signal rates are rather low and they decrease rapidly with increasing $\tan\beta$.

For $m_H = 320$ GeV and an integrated luminosity of 300 fb$^{-1}$, about 106 events are expected for $\tan\beta = 1$ and 19 events for $\tan\beta = 3$, with a background of 1.7 and 4.2 events, respectively. Tables 19-42 and 19-43 give details on the number of expected signal and background events for an integrated luminosity of 300 fb$^{-1}$.

The sensitivity to the $H \to hh \to b\bar{b}\gamma\gamma$ signal for a given value of $m_H$ is estimated for two different values of $m_h$, and a simple linear interpolation or extrapolation is performed to obtain the 5$\sigma$-discovery contour curves in the $(m_A, \tan\beta)$ plane. The result is shown in Figure 19-71. This channel is only observable for low values of $\tan\beta$, $\tan\beta < 4$, and for $2m_h < m_H < 2m_t$.

### Table 19-42

<table>
<thead>
<tr>
<th>$m_H$ (GeV)</th>
<th>230</th>
<th>270</th>
<th>320</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_h = 72$ GeV ($\tan\beta = 1$)</td>
<td>6.0</td>
<td>5.0</td>
<td>4.6</td>
</tr>
<tr>
<td>$\sigma \times$ BR (fb)</td>
<td>6.0</td>
<td>5.0</td>
<td>4.6</td>
</tr>
<tr>
<td>Signal</td>
<td>18.4 ± 0.4</td>
<td>16 ± 0.3</td>
<td>16 ± 0.3</td>
</tr>
<tr>
<td>Background</td>
<td>1.7 ± 0.2</td>
<td>0.3 ± 0.05</td>
<td>0.3 ± 0.05</td>
</tr>
<tr>
<td>Significance</td>
<td>6.4</td>
<td>&gt; 8.3</td>
<td>&gt; 8.3</td>
</tr>
<tr>
<td>$m_h = 97$ GeV ($\tan\beta = 3$)</td>
<td>2.0</td>
<td>1.6</td>
<td>1.2</td>
</tr>
<tr>
<td>$\sigma \times$ BR (fb)</td>
<td>2.0</td>
<td>1.6</td>
<td>1.2</td>
</tr>
<tr>
<td>Signal</td>
<td>6.5 ± 0.1</td>
<td>4.8 ± 0.1</td>
<td>4.5 ± 0.1</td>
</tr>
<tr>
<td>Background</td>
<td>4.5 ± 0.4</td>
<td>1.5 ± 0.1</td>
<td>0.8 ± 0.1</td>
</tr>
<tr>
<td>Significance</td>
<td>2.1</td>
<td>2.0</td>
<td>2.7</td>
</tr>
</tbody>
</table>

### Table 19-43

Same as Table 19-42, but for an integrated luminosity of 300 fb$^{-1}$.

<table>
<thead>
<tr>
<th>$m_H$ (GeV)</th>
<th>230</th>
<th>270</th>
<th>320</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_h = 72$ GeV ($\tan\beta = 1$)</td>
<td>58.5 ± 1.2</td>
<td>40 ± 1.2</td>
<td>106 ± 0.3</td>
</tr>
<tr>
<td>Signal</td>
<td>58.5 ± 1.2</td>
<td>40 ± 1.2</td>
<td>106 ± 0.3</td>
</tr>
<tr>
<td>Background</td>
<td>6.0 ± 0.7</td>
<td>2.1 ± 0.2</td>
<td>1.7 ± 0.3</td>
</tr>
<tr>
<td>Significance</td>
<td>23.5</td>
<td>26.1</td>
<td>77.8</td>
</tr>
<tr>
<td>$m_h = 97$ GeV ($\tan\beta = 3$)</td>
<td>16.5 ± 0.2</td>
<td>15.5 ± 0.2</td>
<td>18.6 ± 0.2</td>
</tr>
<tr>
<td>Signal</td>
<td>16.5 ± 0.2</td>
<td>15.5 ± 0.2</td>
<td>18.6 ± 0.2</td>
</tr>
<tr>
<td>Background</td>
<td>8.8 ± 0.9</td>
<td>3.4 ± 0.3</td>
<td>4.2 ± 0.3</td>
</tr>
<tr>
<td>Significance</td>
<td>4.4</td>
<td>5.5</td>
<td>6.0</td>
</tr>
</tbody>
</table>
The $H \rightarrow hh \rightarrow b\bar{b}b\bar{b}$ channel

This channel, similarly to the channels $b\bar{b}A$, $b\bar{b}H$, presents another example of a multi-$b$-jet channel with no lepton present for triggering. It has been studied in some detail in [19-86], and the results of the analysis for $m_H = 300$ GeV and $m_h = 80$ GeV are presented below. As in Section 19.3.2.8, the discussion is split into two parts. First, an optimistic analysis without trigger requirements is presented, after which the impact of the current LVL1/LVL2 trigger thresholds is discussed.

Analysis without trigger requirements

The detector response is parametrised using fast simulation. Pile-up effects are included and a $b$-tagging procedure is applied to the reconstructed jets after recalibrating their four-momenta. For signal events, the jet spectrum is relatively hard, with an average $p_T$ of 100 GeV for the hardest and 36 GeV for the fourth jet within $|\eta| < 2.5$. Requiring at least four jets reconstructed with $p_T > 40$ GeV (before energy recalibration) yields an acceptance of 25% for the signal events.

The signal can be extracted by:

- Requiring the four highest-$p_T$ jets to be identified as $b$-jets.
- Finding the best combination of two pairs of $b$-tagged jets with invariant masses, $m_{bb} = m_h \pm 20$ GeV.

Figure 19-71 For integrated luminosities of 30 fb$^{-1}$, 100 fb$^{-1}$ and 300 fb$^{-1}$, 5$\sigma$-discovery contour curves for the $H \rightarrow hh \rightarrow b\bar{b}b\bar{b}$ channel in the $(m_A, \tan\beta)$ plane.

Figure 19-72 For fully simulated $H \rightarrow hh \rightarrow b\bar{b}b\bar{b}$ decays with $m_H = 300$ GeV and $m_h = 80$ GeV and for low-luminosity performance, distribution of $m_{bb}$ for the best combination of two pairs of $b$-tagged jets (two entries per event).

Figure 19-73 Same as Figure 19-72 but for the distribution of $m_{bbb\bar{b}}$ after applying the $h$-boson mass constraint to both pairs of $b$-tagged jets.
• Requiring $m_{b\bar{b}b\bar{b}} = m_H \pm 26$ GeV after applying the $h$-boson mass constraint to both pairs of $b$-tagged jets.

The results of this procedure for fully simulated and reconstructed events with $m_h = 80$ GeV and $m_H = 300$ GeV (see Section 9.3.2 and [19-87]) are illustrated in Figures 19-72 and 19-73 for the distributions of $m_{b\bar{b}}$ (two entries per event) and $m_{bb\bar{b}\bar{b}}$, respectively. At low luminosity, the acceptance for finding two $b\bar{b}$ pairs with $m_{bb} = m_h \pm 20$ GeV is 76%, and that for finding $m_{b\bar{b}b\bar{b}} = m_H \pm 26$ GeV after applying the $h$-boson mass constraint is 82%.

Background events arise predominantly from QCD multijet production with a mixture of irreducible backgrounds (containing only $b$-jets) and reducible backgrounds (containing at least one non-$b$-jet in the final state). After requiring four jets within $|\eta| < 2.5$ and with $p_T > 40$ GeV, the expected number of inclusive four-jet events is $2 \times 10^8$ from direct $gg \rightarrow b\bar{b}$ production, $1.2 \times 10^9$ from $gb \rightarrow gb$ production and $1.7 \times 10^{10}$ from $gg \rightarrow gg$ production.

Even though the direct $gg \rightarrow b\bar{b}$ production process contains initially two real $b$-jets, it contributes to only about 20% of the total background after requiring four $b$-tagged jets. Due to their much larger initial production rates, the dominant background arises from $gb \rightarrow gb$ and $gg \rightarrow gg$ production. The background from four real $b$-jets amounts to 70% of the total background.

Before any invariant mass combinations are selected, the multijet background is huge compared to the signal. As an example, for $m_H = 300$ GeV and $m_h = 97$ GeV (tan$\beta = 3$), the signal-to-background ratio is about 0.1% after requiring events with four $b$-tagged jets with $p_T > 40$ GeV. This ratio increases to 1% after selecting the two best $b\bar{b}$ pairs in the mass window around $m_h$. These numbers show clearly that this channel cannot be used as a stand-alone discovery channel. Table 19-44 gives the expected signal and background rates for an integrated luminosity of 300 fb$^{-1}$ and for $H \rightarrow hh \rightarrow b\bar{b}b\bar{b}$ decays with $m_H = 300$ GeV and two values of tan$\beta$, tan$\beta = 1.5$ and 3.0, expected cross-section times branching ratio, numbers of signal and background events, signal-to-background ratios and signal significances. No trigger requirements are imposed.

<table>
<thead>
<tr>
<th>tan$\beta$</th>
<th>$m_h = 71$ GeV</th>
<th>$m_h = 97$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>tan$\beta = 1.5$</td>
<td>1.73</td>
<td>0.76</td>
</tr>
<tr>
<td>Signal</td>
<td>1360</td>
<td>360</td>
</tr>
<tr>
<td>Background</td>
<td>4000</td>
<td>4000</td>
</tr>
<tr>
<td>S/B</td>
<td>34%</td>
<td>9.0%</td>
</tr>
<tr>
<td>$S/\sqrt{B}$</td>
<td>21.5</td>
<td>5.7</td>
</tr>
</tbody>
</table>

Table 19-45 For an integrated luminosity of 30 fb$^{-1}$ and for $H \rightarrow hh \rightarrow b\bar{b}b\bar{b}$ decays with $m_H = 300$ GeV and $m_h = 97$ GeV (tan$\beta = 3.0$), expected numbers of signal and background events, signal-to-background ratios and signal significances as a function of the $p_T$ threshold for the softest jet.

<table>
<thead>
<tr>
<th>$p_T$-threshold (GeV)</th>
<th>20</th>
<th>30</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal</td>
<td>231</td>
<td>132</td>
<td>50</td>
</tr>
<tr>
<td>Background</td>
<td>48000</td>
<td>10000</td>
<td>800</td>
</tr>
<tr>
<td>S/B</td>
<td>0.5%</td>
<td>1.3%</td>
<td>6.2%</td>
</tr>
<tr>
<td>$S/\sqrt{B}$</td>
<td>1.1</td>
<td>1.3</td>
<td>1.8</td>
</tr>
</tbody>
</table>

Table 19-45 | $p_T \gg 60$ GeV and $p_T > 80$ GeV

<table>
<thead>
<tr>
<th>$p_T$-threshold (GeV)</th>
<th>20</th>
<th>30</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal</td>
<td>132</td>
<td>75</td>
<td>30</td>
</tr>
<tr>
<td>Background</td>
<td>2500</td>
<td>1500</td>
<td>400</td>
</tr>
<tr>
<td>S/B</td>
<td>5.3%</td>
<td>5.0%</td>
<td>7.5%</td>
</tr>
<tr>
<td>$S/\sqrt{B}$</td>
<td>2.6</td>
<td>1.9</td>
<td>1.5</td>
</tr>
</tbody>
</table>
decays (see Table 19-43) but would be sufficient to confirm a discovery in this latter channel. However, the results of Table 19-44 are only indicative since they do not yet include any trigger requirements (see below).

Without optimised cuts, see upper part of Table 19-45, the background increases much faster than the signal as the $p_T$ threshold is lowered and the sensitivity deteriorates rapidly. With optimised cuts, however, it would appear advantageous to lower the jet $p_T$ threshold, but the already large uncertainties of about a factor of three on the modelling of the multijet background using the parton-shower approach would be even larger in this case. Even with optimised selection cuts, see lower part of Table 19-45, the sensitivity at low luminosity is weaker than or at most comparable to that for the $H \rightarrow hh \rightarrow b\bar{b}b\bar{b}$ channels (see Section 19.3.2.9 and Table 19-42) and with much less favourable and more uncertain signal-to-background ratio.

Impact of current trigger menu

The present LVL1 trigger menu (see Section 11.7.3) imposes a $p_T$ threshold of 90 GeV for the four-jet trigger at high luminosity, as compared to the 40 GeV threshold used in the analysis described above. The only other possibilities would be to trigger on single jets with $p_T > 290$ GeV or three jets with $p_T > 130$ GeV. These thresholds are very high compared to the expected $p_T$ spectrum of jets from $H \rightarrow hh \rightarrow b\bar{b}b\bar{b}$ decays. Fulfilling the present LVL1 requirements would strongly suppress the possible sensitivity in this channel. A possible trigger on multijet final states including $b$-tagging at LVL2 is at present under study [19-83]. This would permit a lower threshold to be applied at LVL1.

19.3.2.10 $A \rightarrow Zh$

The observation of this channel would be particularly interesting, since it would correspond to the simultaneous discovery of two Higgs bosons. It is the dominant $A$-boson decay mode for low values of $\tan\beta$ and for $m_Z + m_h < m_A < 2m_t$. Possible final states of interest are:

- $A \rightarrow Zh \rightarrow b\bar{b}b\bar{b}$. The channel is similar to $H \rightarrow hh \rightarrow b\bar{b}b\bar{b}$, but with smaller rates, because $BR(Z \rightarrow b\bar{b})$ is much smaller than $BR(h \rightarrow b\bar{b})$. This would provide the largest signal rate, but would require a four-jet trigger with as low $p_T$-threshold as possible. Such a trigger is under consideration as discussed already in Section 19.3.2.9.

- $A \rightarrow Zh \rightarrow llb\bar{b}$. This channel is the only one discussed below, because it can be easily triggered upon and it offers the largest rates apart from the dominant four $b$ channel.

- $A \rightarrow Zh \rightarrow ll\gamma\gamma$. This channel would provide better kinematic constraints in the final state than the preceding one, but the expected rates are too low for it to be observable at the LHC.

<table>
<thead>
<tr>
<th>Process</th>
<th>$lljj$ final state</th>
<th>$\sigma \times BR$ (pb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Zb\bar{b}$</td>
<td>36.0</td>
<td></td>
</tr>
<tr>
<td>$Zjj$ with $m_j &gt; 80$ GeV</td>
<td>1880</td>
<td></td>
</tr>
<tr>
<td>$ZZ$ with $Z \rightarrow bb$</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>$\sqrt{s} &gt; 150$ GeV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$ZW$, with $W \rightarrow jj$</td>
<td>1.16</td>
<td></td>
</tr>
<tr>
<td>$\sqrt{s} &gt; 150$ GeV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>26.0</td>
<td></td>
</tr>
</tbody>
</table>
The conclusions for the four-b channel are similar to that for the $H \rightarrow hh \rightarrow b\bar{b}b\bar{b}$ channel described previously. Below only the $A \rightarrow Zh \rightarrow llb\bar{b}$ channel is discussed.

The $A \rightarrow Zh \rightarrow llb\bar{b}$ events are selected to have

- Two isolated leptons, with opposite sign and same flavour in $|\eta| < 2.5$ and $p_T > 20$ GeV.
- Two additional jets with $|\eta| < 2.5$ and $p_T > 15$ GeV at low and $p_T > 30$ GeV at high luminosity. Both jets are required to be tagged as $b$-jets.
- The dilepton and dijet masses are required to be within $\pm 6$ GeV and $\pm 22$ GeV of $m_Z$ and $m_h$ respectively. For events in the mass window the four-vector of the $b$-jets are rescaled, such that the peak position in the invariant mass of the $b\bar{b}$-system corresponds to the assumed nominal mass $m_h$.

After rescaling of the jet four-momenta a resolution of ~8 GeV is found for the reconstructed $llb\bar{b}$ invariant mass. This resolution has been confirmed with full simulation of the ATLAS detector [19-87]. The rescaling reduces significantly the non-Gaussian tails, as already illustrated in the case of $H \rightarrow hh \rightarrow b\bar{b}\gamma\gamma$.

The overall acceptance for the signal with $m_A = 300$ GeV is ~6.2% (3.0%) at low (high) luminosity including a lepton reconstruction efficiency of 90%, the $b$-tagging efficiency quoted above, and the acceptance of the selection cuts and mass windows. In this analysis, the threshold on the jet transverse momenta was applied, as for the $H \rightarrow hh \rightarrow b\bar{b}\gamma\gamma$ analysis, before energy recalibration. Since, in this channel, the average jet $p_T$ is relatively low, such a procedure gives a significant loss of acceptance at high luminosity.

Several background sources have been considered: the irreducible $Zb\bar{b}$ and $ZZ$ as well as the reducible $ZW$, $Zjj$ and $t\bar{t}$ backgrounds. Cross sections for these backgrounds are given in Table 19-46. After the selection cuts are applied, the $Zb\bar{b}$ and $t\bar{t}$ backgrounds are dominant.

### Table 19-47 Cross-sections times branching ratios, expected number of signal and background events and statistical significance for the $A \rightarrow Zh \rightarrow llb\bar{b}$ channel for an integrated luminosity of 30 fb$^{-1}$ and for several values of $m_h$ and $m_H$ (two different values of $\tan\beta$).

<table>
<thead>
<tr>
<th>$m_h$ (GeV)</th>
<th>200</th>
<th>250</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_H = 71$ GeV $\tan\beta = 1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma \times BR$ (fb)</td>
<td>560</td>
<td>470</td>
<td>340</td>
</tr>
<tr>
<td>Signal</td>
<td>675</td>
<td>786</td>
<td>642</td>
</tr>
<tr>
<td>$Zb\bar{b}$</td>
<td>830</td>
<td>315</td>
<td>125</td>
</tr>
<tr>
<td>$ZZ, Zjj$</td>
<td>50</td>
<td>25</td>
<td>10</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>90</td>
<td>90</td>
<td>45</td>
</tr>
<tr>
<td>Total background</td>
<td>970</td>
<td>430</td>
<td>180</td>
</tr>
<tr>
<td>Significance</td>
<td>21.7</td>
<td>37.8</td>
<td>47.6</td>
</tr>
<tr>
<td>$m_h = 97$ GeV $\tan\beta = 3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma \times BR$ (fb)</td>
<td>9.0</td>
<td>21</td>
<td>17</td>
</tr>
<tr>
<td>Signal</td>
<td>15</td>
<td>39</td>
<td>37</td>
</tr>
<tr>
<td>Total background</td>
<td>1140</td>
<td>1120</td>
<td>650</td>
</tr>
<tr>
<td>Significance</td>
<td>0.5</td>
<td>1.2</td>
<td>1.4</td>
</tr>
</tbody>
</table>

### Table 19-48 Same as Table 19-47, but for an integrated luminosity of 300 fb$^{-1}$, assuming high luminosity performance.

<table>
<thead>
<tr>
<th>$m_h$ (GeV)</th>
<th>200</th>
<th>250</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_H = 71$ GeV $\tan\beta = 1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signal</td>
<td>1008</td>
<td>2520</td>
<td>3000</td>
</tr>
<tr>
<td>$Zb\bar{b}$</td>
<td>375</td>
<td>375</td>
<td>60</td>
</tr>
<tr>
<td>$ZZ, Zjj$</td>
<td>20</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>210</td>
<td>405</td>
<td>190</td>
</tr>
<tr>
<td>Total background</td>
<td>600</td>
<td>800</td>
<td>260</td>
</tr>
<tr>
<td>Significance</td>
<td>40.8</td>
<td>89.0</td>
<td>186</td>
</tr>
<tr>
<td>$m_h = 97$ GeV $\tan\beta = 3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signal</td>
<td>36</td>
<td>140</td>
<td>170</td>
</tr>
<tr>
<td>Total background</td>
<td>1830</td>
<td>2700</td>
<td>2000</td>
</tr>
<tr>
<td>Significance</td>
<td>0.8</td>
<td>2.7</td>
<td>3.8</td>
</tr>
</tbody>
</table>
The background can be further reduced by applying cuts on the transverse momenta of the reconstructed $h \to b\bar{b}$ or $Z \to ll$ and on the missing transverse momentum $E_T^{\text{miss}}$. A cut of $E_T^{\text{miss}} < 60$ GeV is found to optimise the signal-to-background ratio and leads to the event numbers given in Table 19-47. The results are given for two different values of $\tan\beta$ and for an integrated luminosity of 30 fb$^{-1}$. The expected signal rates decrease rapidly with increasing $\tan\beta$, even though larger values of $m_h$ improve the signal acceptance by nearly a factor of 2 between $m_h = 70$ GeV and $m_h = 97$ GeV. For $\tan\beta = 1$, the signal-to-background ratio increases from $\sim 2.3$ for $m_A = 200$ GeV to $\sim 4.1$ for $m_A = 300$ GeV. For a given value of $m_A$, the corresponding value of $m_h$ increases with increasing $\tan\beta$ and so the background rate varies also. At high luminosity, as presented in Table 19-48, the $t\bar{t}$ background becomes more important. For low $\tan\beta$ values a clear mass peak can be reconstructed on top of the background, as shown in Figure 19-74 for a 300 GeV Higgs boson, $\tan\beta = 1$ and an integrated luminosity of 30 fb$^{-1}$.

Given the rapid falling signal rates with increasing $\tan\beta$, the $A \to Zh \to llb\bar{b}$ channel can only be observed for low values of $\tan\beta$ and for $200 \text{ GeV} < m_A < 2 m_t$. The sensitivity to the signal for a given value of $m_A$ was estimated for two different values of $m_H$, and a simple linear interpolation or extrapolation was performed to obtain the 5$\sigma$-discovery contour curves in the $(m_A, \tan\beta)$ plane which are presented in Figure 19-75.

![Figure 19-74](image1.png)  
**Figure 19-74** The expected signal+background distribution for $m_{llbb}$ from a reconstruction of $A \to Zh \to llb\bar{b}$ events for $m_A = 300$ GeV and $\tan\beta = 1$ ($m_H = 71$ GeV) and for an integrated luminosity of 30 fb$^{-1}$.

![Figure 19-75](image2.png)  
**Figure 19-75** For integrated luminosities of 30 fb$^{-1}$, 100 fb$^{-1}$ and 300 fb$^{-1}$, 5$\sigma$-discovery contour curves for the $A \to Zh \to llb\bar{b}$ channel in the $(m_A, \tan\beta)$ plane.
19.3.2.11 Charged Higgs bosons

The charged Higgs bosons have masses which are almost degenerate with the masses of the $H$- and $A$-bosons. Although several mechanisms can be potential sources for their production, only a few seem promising for their detection:

- If the charged Higgs boson is lighter than the top quark, top quark decays represent a copious source of its production, via the decay $t \rightarrow H^+ b$. Since top-quarks are expected to be produced with very large rates at the LHC, $\sigma_{tt} \sim 600 \text{ pb}$, a charged Higgs boson can be searched for in this channel for masses up to the kinematic limit imposed by the top-quark mass.

- If the charged Higgs boson is heavier than the top quark, it can be produced via the gluon-$b$ and gluon-gluon fusion processes, $pp \rightarrow tH^\pm$ and $pp \rightarrow tbH^\pm$ respectively, in which the Higgs boson is emitted from a heavy quark [19-88].

The main decay channels of the charged Higgs bosons are the fermionic decays: $H^\pm \rightarrow \tau \nu$ below the $tb$-threshold and $H^\pm \rightarrow tb$ above. Below 150 GeV and for low values of $\tan \beta$, the $H^\pm \rightarrow cs$ and $H^\pm \rightarrow cb$ modes are not negligible. In the same mass range, the three-body off-shell decays $H^\pm \rightarrow hW^*$, $H^\pm \rightarrow AW^*$ and $H^\pm \rightarrow bt^* \rightarrow bbW$ [19-89] have also sizeable branching ratios. When the phase-space increases, $150 \text{ GeV} < m_{H^\pm} < 180 \text{ GeV}$, both the $bbW$ and the $hW^*$ mode could be enhanced with respect to the $\tau \nu$ mode. Decays into the lightest chargino $\tilde{\chi}^+_1$ and neutralino $\tilde{\chi}^0_1$ or decays into sleptons would dominate whenever kinematically allowed. For large values of $\tan \beta$ the importance of these SUSY decay modes would be reduced, however, for values as large as $\tan \beta = 50$, the decay $H^\pm \rightarrow \tau \nu$ would be enhanced, provided it is kinematically allowed and would lead to $\tau$'s in the final state. Their transverse momentum spectrum is, however, expected to be softer than that of $\tau$'s from the direct $H^\pm \rightarrow \tau \nu$ decays.

**Charged Higgs lighter than the top-quark**

The experimental strategies for the charged Higgs boson search below the top-quark mass rely on the $t \rightarrow H^+b$ decays, given the expected production of the $6 \times 10^6 \, H\bar{t}$ pairs for an integrated luminosity of $10 \, \text{fb}^{-1}$. Since the relevant $t \rightarrow H^+b$ branching ratio is proportional to $(m_t^2 \cot^2 \beta + m_b^2 \tan^2 \beta)$, for a given value of $m_{H^\pm}$ the branching ratio for such decays is large at small and at large $\tan \beta$, but has a pronounced minimum at $\tan \beta \sim \sqrt{m_t/m_b} \sim 7.5$. The exact position of this minimum and its depth is sensitive to QCD corrections to the running $b$-quark mass.

Studies of $H^\pm \rightarrow \tau \nu$ and $H^\pm \rightarrow cs$ decay modes are presented below. The $H^\pm \rightarrow hW^*$, $H^\pm \rightarrow AW^*$ and $H^\pm \rightarrow bt^* \rightarrow bbW$ have not been studied so far by ATLAS. With the expected $b$-tagging efficiency, these multi-$b$-jets decays modes are very interesting for a more detailed investigation.

$H^\pm \rightarrow \tau \nu$

When the charged Higgs is produced in top decays, the $t \rightarrow H^+b$ decay competes with the standard $t \rightarrow Wb$ decay. The $H^\pm \rightarrow \tau \nu$ leads to an enhanced tau lepton rate in $t\bar{t}$ decays. The mass of the charged Higgs boson cannot, however, be directly reconstructed, because several neutrinos are produced in the final state.

The study was performed at the time of the Technical Proposal [19-14] (see also [19-90]), using a full detector simulation. Here only the main results are recalled and more details can be found in [19-90].
Events are selected to have:

- One isolated high $p_T$ lepton within $|\eta| < 2.5$, which triggers the experiment. In signal events this lepton originates from semi-leptonic decays of the second top quark.
- One identified hadronic tau, using the same identification criteria as defined in Section 9.1.5 for the $H/A \to \tau \tau$ decays.
- At least three jets with $p_T > 20$ GeV and $|\eta| < 2.5$, of which two are required to be tagged as $b$-jets. This reduces the potentially large backgrounds from $W+jet$ and $b\bar{b}$ production to a level well below the $t\bar{t}$ signal itself.

The selection cuts enhance the $\tau$-lepton signal from $H^\pm$ decays with respect to that from $W$ decay, and select mostly single-prong $\tau$-decays.

As for the case of the $H/A \to \tau \tau$ decays discussed in Section 9.1.5 $\tau$ identification is a key element in extracting a possible signal from the large combinatorial background from jets. After the selection cuts and the $\tau$ identification criteria are applied, $t \to H^+b$ decays appear as final states with an excess of events with one isolated $\tau$-lepton compared to those with an additional isolated electron or muon. Details on signal and background rates are given in Table 19-49 for $\tan\beta = 5$ and various $H^+$ masses. For example, for $m_{H^+} = 130$ GeV and $\tan\beta = 5$, an excess of $\sim 1500$ $\tau$-leptons is expected from a charged Higgs-boson signal, above a background of $\sim 3000$ $\tau$-leptons from $W$-decay, and of $\sim 4000$ fake $\tau$-leptons.

When measuring such an excess, systematic uncertainties have to be taken into account. They arise mainly from the imperfect knowledge of the $\tau$-lepton efficiency from fake $\tau$-leptons present in the final sample. They were assumed to be $\sim 3\%$ from past experience [19-91], and were added to the statistical uncertainty to obtain the significances presented in Table 19-49. Since these systematic uncertainties dominate the overall uncertainty, the sensitivity to a charged Higgs-boson signal would not improve significantly with higher integrated luminosity unless increased statistics resulted in improved systematic uncertainties.

Figure 19-76 shows the expected $5\sigma$-discovery contour curve for this channel in the $(m_A, \tan\beta)$ plane for $m_t = 175$ GeV and for an integrated luminosity of $30$ fb$^{-1}$. A signal from charged Higgs-boson production in $t\bar{t}$ decays

<table>
<thead>
<tr>
<th>$m_{H^+}$ (GeV)</th>
<th>110</th>
<th>130</th>
<th>150</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma \times BR$ (pb)</td>
<td>23.3</td>
<td>13.1</td>
<td>4.8</td>
</tr>
<tr>
<td>Signal</td>
<td>3050</td>
<td>1550</td>
<td>380</td>
</tr>
<tr>
<td>Background</td>
<td>7020</td>
<td>7170</td>
<td>9120</td>
</tr>
<tr>
<td>Significance</td>
<td>13.1</td>
<td>6.6</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Figure 19-76 The $5\sigma$-discovery contour curve for the $H^+ \to \tau \nu$ channel in the $(m_A, \tan\beta)$ plane for an integrated luminosity of $30$ fb$^{-1}$ and a top-quark mass of $175$ GeV.
would be observed for all values of $m_H^\pm$ below $m_t - 20$ GeV over most of the tan$\beta$-range. For moderate values of tan$\beta$, for which the expected signal rates are lowest, the accessible values of $m_H^\pm$ are lower than this value by 20 GeV.

$H^\pm \rightarrow cs$

In the ATLAS Letter of Intent [19-13], the $H^\pm \rightarrow cs$ decay mode was considered as a complementary one to the $H^\pm \rightarrow \tau \nu$ channel for searches at low tan$\beta$. Off shell decay modes such as $H^\pm \rightarrow hW^*$, $H^\pm \rightarrow AW^*$, $H^\pm \rightarrow bt^*$ were not considered in the original study. If these modes are taken into account, the prospects for the observability of the $H^\pm \rightarrow cs$ channel are reduced by a large factor. According to present theoretical calculations [19-89], assuming tan$\beta = 1.5$ and $m_{H^\pm} = 110 - 150$ GeV, for example, the $H^\pm \rightarrow cs$ branching ratio does not exceed ~3-6% while a branching ratio of ~26% is predicted by the default version of PYTHIA5.7, where off-shell decays are not included.

The cross-section times branching ratios for the $H^\pm$ and the $W$ decay modes of the top quark are compared in Table 19-50 for tan$\beta = 1.5$ and two values of the $H^\pm$ mass. The original ratio of 1:10 of $tt \rightarrow H^\pm bWb$ to $tt \rightarrow WbWb$ events is reduced to 1:100 after branching ratios are taken into account. Given this ratio, the extraction of an $H^\pm \rightarrow cs$ peak in the $m_{jj}$ distribution seems difficult.

For extracting this decay mode, the events are required to have:

- One isolated high $p_T$ lepton within $|\eta| < 2.5$, to trigger the experiment. In signal events this lepton originates from semi-leptonic decays of the second top quark.
- Two $b$-tagged jet with $p_T > 15$ GeV and $|\eta| < 2.5$ and no additional $b$-jet.
- At least two non-$b$ central jets $|\eta| < 2.0$ for the $H^\pm \rightarrow cs$ reconstruction, and no additional jets above 15 GeV in this central region.

Evidence for $H^\pm$ is searched for in the two-jet mass distribution. The mass peak from an $H^\pm$ decay can be reconstructed with a resolution of $\sigma = 5 - 8$ GeV if the mass of the $H^\pm$ is in the range between 110 and 130 GeV. In this mass range, the peak sits on the tail of the reconstructed $W \rightarrow jj$ distribution from $t\bar{t}$ background events which decay via a $Wb$ instead of an $H^\pm b$. Examples are shown in Figures 19-77 and 19-78 for $H^\pm$ masses of 110 and 130 GeV. In this mass range the $H^\pm$ peak can be separated from the dominant $W \rightarrow jj$ background [19-92].

<table>
<thead>
<tr>
<th>$m_{H^\pm}$ (GeV)</th>
<th>110</th>
<th>130</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal</td>
<td>870</td>
<td>430</td>
</tr>
<tr>
<td>Background:</td>
<td>18 000</td>
<td>10 000</td>
</tr>
<tr>
<td>$S/B$</td>
<td>4.8%</td>
<td>4.5%</td>
</tr>
<tr>
<td>$S/\sqrt{B}$</td>
<td>6.5</td>
<td>4.4</td>
</tr>
</tbody>
</table>
The expected numbers of signal and background events for an integrated luminosity of 30 fb\(^{-1}\) are given in Table 19-51. This channel is complementary to the \(H^\pm \to \tau \nu\) channel for low tan\(\beta\) values. Whereas the \(H^\pm \to \tau \nu\) channel allows only the observation of an excess of events, it is possible to reconstruct a mass peak in the \(H^\pm \to cs\) decay mode, which makes a determination of the \(H^\pm\) mass possible.

### Charged Higgs heavier than the top-quark

The possibility for discovering a charged Higgs heavier than the top-quark produced by \(gg\) and \(gb\) fusion [19-93] or by other \(b\)-quark initiated processes [19-94], has been investigated. Above the top-quark mass threshold the charged Higgs decays in almost 100% of the cases to \(tb\). For charged Higgs bosons produced in \(gb\) fusion (\(bg \to H^\pm t\)) the final state would contain two top-quarks and a \(b\)-quark. The \(gg\) fusion with \(H^\pm\) bremsstrahlung (\(gg \to H^\pm tb\)) would lead to two top-quarks and two \(b\)-quarks with the possibility of reconstructing top-quarks pairs. The \(bq \to bH^\pm\) process would lead to two \(b\)-quarks and a top-quark in the final state. In all cases a multi-\(b\)-jet final state with at least one top-quark characterises the signal events. The only substantial background is expected to be the \(tt\) production.

The expected signal cross-section is driven by the \(H^\pm \bar{t}b\) coupling squared, which is proportional to \((m_t^2 \cot^2 \beta + m_b^2 \tan^2 \beta)\). The cross-section reaches its minimum, for constant \(m_{H^\pm}\), at \(\tan \beta \sim \sqrt{m_t^2/m_b^2} \sim 7.5\). The branching ratio for \(H^\pm \to tb\) decays is 100% for \(\tan \beta = 1.5\) and decreases slowly to 80% with increasing \(\tan \beta\) where \(H^\pm \to \tau \nu\) decays become relevant.
In the currently available Monte Carlo generator, PYTHIA 5.7, the $2 \to 2$ matrix-element for the process $bg \to H^\pm t$ has been implemented. The predicted rates for single $H^\pm$ production, including branching ratio for the semi-leptonic decay of one top-quark, are given in Table 19-52. More details on the analysis presented below can be found in [19-92].

The applied reconstruction procedure requires:

- One isolated high $p_T$ lepton within $|\eta| < 2.5$ to trigger the experiment. Both in signal and background events this lepton originates from semi-leptonic decays of one of the top quarks.

- Three $b$-tagged jets with $p_T > 30$ GeV, $|\eta| < 2.5$ and no additional $b$-jet.

- At least two non-$b$ jets, which are used for the $W \to jj$ reconstruction of the second top quark.

- Both top-quarks must be reconstructed inside the mass window, as explained in Section 19.2.4.3.

- One of the reconstructed top-quarks is to be matched with the remaining $b$-jet for the reconstruction of the peak in the $m_{tb}$ distribution from $H^\pm \to t \bar{b}$ decay.

Thresholds on $p_T$ are applied to improve the resolution of the reconstructed Higgs-boson mass ($p_T^{t \bar{t}} > 60$ GeV and $p_T^{HZ} > 80$ GeV).

For a Higgs boson mass of 200 GeV the initial signal-to-background ratio is in the order of 1:100 in the favourable low and high tan$\beta$ range. Requiring exactly three $b$-tagged jets improves this ratio to 1:20. The acceptance of the initial selection is about 2.5% (5.1%) for Higgs signal events of $m_{H^\pm} = 200$ GeV (500 GeV) and 0.1% for background events. After this selection, the background consists roughly of 70% $t\bar{t}b$ events and 30% $t\bar{t}j$ events. The mass resolution and acceptance of the top-pair reconstruction are comparable to those obtained in the $t\bar{t}H, H \to b\bar{b}$ analysis: namely, 12.5 GeV for $W \to jj$, $\sim 10$ GeV for $t \to jjb$ and $t \to lvb$ with $\sim 60\%$ acceptance for reconstructing both top-quarks inside their respective mass windows.

The mass resolution obtained for $H^\pm \to t \bar{b}$, specified in Table 19-53, is not as expected from the reconstruction of other multi-jet multi-resonance channels, e.g. $H \to hh \to bbb\bar{b}$ or $A \to \ell\ell$. If only the true $H^\pm \to t \bar{b}$ combinations are considered, the resolution is found to be $\sigma_m = 17$ GeV, with an acceptance of 86% inside a $\pm 2\sigma_m$ mass window for $m_H = 300$ GeV. When all combinations of the reconstructed $tb$ events are allowed, including false $t \to Wb$ matching and/or false $H^\pm \to t \bar{b}$ matching, a Gaussian peak with a resolution of $\sigma_m = 15$ GeV (39 GeV) is obtained, but with large tails. The event fraction inside a $\pm 2\sigma$ mass window becomes 42% (73%) for a Higgs-boson mass of 200 GeV (300 GeV). Nevertheless, the signal peak can be seen on top of the background as illustrated in Figures 19-79 and 19-80 for Higgs-boson masses of 200 and 300 GeV respectively.

<table>
<thead>
<tr>
<th>$m_{H^\pm}$ (GeV)</th>
<th>$\tan\beta = 1.5$</th>
<th>$\tan\beta = 10$</th>
<th>$\tan\beta = 30$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>3.4 pb</td>
<td>0.4 pb</td>
<td>1.6 pb</td>
</tr>
<tr>
<td>250</td>
<td>2.0 pb</td>
<td>0.18 pb</td>
<td>1.2 pb</td>
</tr>
<tr>
<td>300</td>
<td>1.2 pb</td>
<td>0.14 pb</td>
<td>1.0 pb</td>
</tr>
<tr>
<td>400</td>
<td>0.6 pb</td>
<td>0.08 pb</td>
<td>0.4 pb</td>
</tr>
</tbody>
</table>
**Figure 19-79** The signal+background (solid) and background only (dashed) distribution for reconstructed invariant mass $m_{tb}$ for a Higgs boson mass of 200 GeV, $\tan\beta = 1.5$ and an integrated luminosity of 30 fb$^{-1}$. The errors are statistical only.

**Figure 19-80** Same as Figure 19-79, but for a Higgs boson mass of 300 GeV.

**Table 19-53** The mass resolution, acceptance inside the mass window, and the expected number of signal and background events for $H^\pm \rightarrow tb$ decays, for $\tan\beta = 1.5$ and 30 and for an integrated luminosity of 30 fb$^{-1}$.

<table>
<thead>
<tr>
<th>$m_{H^\pm}$ (GeV)</th>
<th>200</th>
<th>250</th>
<th>300</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_m$ (GeV)</td>
<td>15</td>
<td>37</td>
<td>39</td>
<td>49</td>
</tr>
<tr>
<td>Acceptance $m_{H^\pm} \pm 2\sigma_m$</td>
<td>42%</td>
<td>71%</td>
<td>73%</td>
<td>64%</td>
</tr>
</tbody>
</table>

- **$\tan\beta = 1.5$**
  - Signal: 300, 560, 378, 152
  - Background: 760, 1590, 1650, 1270
  - $S/B$: 0.40, 0.36, 0.22, 0.12
  - $S/\sqrt{B}$: 10.9, 14.0, 9.3, 4.3

- **$\tan\beta = 30$**
  - Signal: 140, 336, 315, 100
  - $S/B$: 0.18, 0.21, 0.19, 0.08
  - $S/\sqrt{B}$: 5.4, 8.4, 4.4, 2.8
The expected number of signal and background events in the mass window, which varies from $\pm 30$ GeV for $m_{H^\pm} = 200$ GeV to $\pm 80$ GeV for $m_{H^\pm} = 300$ GeV, is given in Table 19-53 for an integrated luminosity of 30 fb$^{-1}$ and for two different values of $\tan \beta$. The 5$\sigma$ discovery contour curves in the $(m_A, \tan \beta)$ plane are shown in Figure 19-81 for integrated luminosities of 30 fb$^{-1}$, 100 fb$^{-1}$ and 300 fb$^{-1}$ respectively. This channel would be observable for low and large values of $\tan \beta$. The kinematic limit for the on-shell $H^\pm \rightarrow tb$ decays is around $m_A = 160$ GeV.

Since not all the processes contributing to the single charged Higgs production were available for the Monte Carlo simulation, the signal rates given in Table 19-53 are underestimated. Therefore, the sensitivity to this channel, as presented above and shown in Figure 19-81, should be considered as a conservative estimate.

### 19.3.3 Overall sensitivity

The 5$\sigma$ discovery contour curves, as determined in the previous Sections for the various channels in the $(m_A, \tan \beta)$ plane, are superimposed in Figure 19-ii for integrated luminosities of 30 fb$^{-1}$ and of 300 fb$^{-1}$ and for the minimal mixing scenario (the most difficult case for the LHC). In Figure 19-82, the same overall picture is presented for the case of maximal mixing and an integrated luminosity of 300 fb$^{-1}$.

These Figures also display the present LEP2 limit ($\sqrt{s} = 189$ GeV and 175 pb$^{-1}$ per experiment), as well as the ultimate limit expected by the end of LEP2 operation in 2000 ($\sqrt{s} = 200$ GeV and 200 pb$^{-1}$ per experiment), assuming that no Higgs-boson discovery will be made. The present experimental limit from LEP2 already excludes values of $\tan \beta$ below 2 - 3, and the expected ultimate limits will extend these excluded regions to $\tan \beta < 3$ (maximal mixing) or even $\tan \beta < 7$ (minimal mixing). This makes the prospects for the discovery of several channels presented in the previous Sections much less promising, since these channels do not provide any discovery potential for larger values of $\tan \beta$ (this is the case for e.g. $H/A \rightarrow t\bar{t}$, $A \rightarrow Zh \rightarrow llb\bar{b}$ and $H \rightarrow hh \rightarrow b\bar{b}\gamma\gamma$).

Nevertheless these channels have been studied and presented here in some detail for two reasons.

- The level of detail with which the analyses of individual channels have been optimised at this stage is far below what has been done with LEP data for obvious reasons. The same is true for the scan of the $(m_A, \tan \beta)$ parameter space. In addition, as discussed in Section 14.4, the presently available theoretical predictions for some of the signal process-
es and most of the background processes still suffer from large uncertainties. For these reasons, the signal observability reported here can be considered as conservative.

- More importantly, the MSSM scenario has been considered as a benchmark for the evaluation of the physics performance of the detector, given the rich spectrum of possible experimental signatures. The studies reported here would also be of interest for other models. Even if the search for a fundamental scalar particle with a mass below 130 GeV is considered to be the most important test of the MSSM [19-95], recent theoretical calculations show that this upper limit can be increased to masses of up to 200 GeV if additional Higgs doublets are introduced into the model [19-96]. The spectrum of possible scenarios is rather broad, whereas the spectrum of characteristic signatures is limited and the Standard Model background sources to such signatures are well established by now.

Figure 19-82 Same as Figure 19-ii, but for maximal mixing (see text).
Therefore, the conclusions concerning the observability of the various Higgs bosons in the MSSM are not limited by the strict validity of the model itself with respect to present (or expected) experimental limits. The goal was to evaluate the observability of a spectrum of signatures above the Standard Model background and to establish a full coverage of the parameter space.

As discussed already, the details of the 5σ-discovery contour curves presented in Figure 19-ii and Figure 19-82 may be affected by changes in some of the parameters in the MSSM model. This arises from kinematic shifts in the opening/closing of channels (determined by the value of $m_h$) or from changes in rates for signals or backgrounds. One of the important parameters governing such changes is the sensitivity to the mixing parameters $A_t$ and $A_b$. As the so-called mixing varies from minimal to maximal, the predicted mass of the light $h$-boson rises for given values of $m_A$ and $\tan\beta$, thereby increasing in many cases the discovery potential for the $h$-boson at the LHC and decreasing it at LEP.

The 5σ–discovery contour curves in the case of maximal mixing are shown in Figure 19-82. The main changes with respect to Figure 19-ii (bottom) arise from the fact that $m_h$ is predicted to be 10-20 GeV higher for the same values of $m_A$ and $\tan\beta$. The expected coverage for $h \to \gamma \gamma$ is slightly degraded for $m_A \sim 150$ GeV and $\tan\beta \sim 2$. The coverage of the $H \to ZZ^{(*)} \to 4l$ channel is enhanced for low values of $m_A$, because the $H \to hh$ channel is closed for all values of $\tan\beta$. As a consequence, the $H \to hh$ and $A \to Zh$ channels become open only for higher values of $m_A$. More detailed differences between minimal and maximal mixing are beyond the precision of the evaluation presented here.

In summary, however, the overall picture remains the same:

• With a modest integrated luminosity of 30 fb$^{-1}$, the discovery potential covers a large fraction of the parameter space. For 80% to 90% of the cases, the discovery of a Higgs boson would allow discrimination between the SM and MSSM models.

• The overall discovery potential in the $(m_A, \tan\beta)$ plane relies heavily on the $H/A \to \tau\tau$ channel and on the $t\bar{t}h$ with $h \to b\bar{b}$ and on the $h \to \gamma\gamma$ channels.

• For an integrated luminosity of 100 fb$^{-1}$, corresponding approximately to four years of LHC operation, the discovery potential covers the whole parameter space. For a very high integrated luminosity of 300 fb$^{-1}$ the experiment would be able to distinguish between the SM and MSSM models in most cases. In Figure 19-ii, the region with $m_A > 250$ GeV and $4 < \tan\beta < 5 - 10$ is only covered by the $h \to \gamma\gamma$ and $h \to b\bar{b}$ channels, and this distinction will be very difficult from these channels alone. However, $h \to b\bar{b}$ decays from SUSY particle decays should be observable above background in this region in many cases, thus providing a direct evidence for SUSY (see Section 19.3.5.4).

• In the case of the simultaneous discovery of the $h$- and $A$-bosons at LEP2, essentially only the charged Higgs boson would be seen directly in top-quark decays at the LHC. In the more likely case where only the $h$-boson was discovered at LEP2, several Higgs bosons would then be observed at the LHC (low $\tan\beta$ region of Figure 19-ii).

• More generally, over large regions for $m_A > 160$ GeV, all three neutral Higgs bosons, and in some cases also the charged Higgs-boson would be discovered with ATLAS. Over most of this region, the $H$- and $A$-bosons are degenerate in mass and would be very difficult to distinguish. For ~10% of the parameter space, i.e. for $\tan\beta > 7$ and $90$ GeV $< m_A < 130$ GeV, the two heavy neutral Higgs bosons and the charged Higgs boson would be discovered with ATLAS.
The discovery potential of the heavy Higgs bosons for $m_A > 500$ GeV is limited to very large values of tan$\beta$. In such cases the coverage of the $(m_A, \tan\beta)$ plane would essentially be ensured only by the discovery of the $h$ boson in the $h \to \gamma \gamma$ and $h \to b\bar{b}$ channels.

The overall discovery potential can also be displayed in the $(m_h, \tan\beta)$ plane, as shown in Figure 19-83 for an integrated luminosity of 300 fb$^{-1}$. This choice of parameter plane, although relevant for LEP2, where most of the sensitivity is related to the $h$-boson, is not the best one for displaying the LHC potential, because the large masses of the other Higgs bosons all collapse into the line delimiting the maximum allowed value of $m_h$. Figure 19-83 shows that, for large tan$\beta$ and for $m_h < 110$ GeV, a discovery of the $h$-boson through its direct production is not possible with ATLAS. However, if cascade decays of SUSY particles are also considered (see Section 19.3.5.4), the $h$-boson (produced in SUSY cascade dec-
cays) would be discovered in the $h \to b\bar{b}$ channel in many SUSY scenarios, even for $m_h < 95$ GeV.

- The various channels described in the previous sections have also been studied for $\tan\beta < 1$ [19-16]. Even if such values are disfavoured for theoretical reasons, it is important to assess the experimental sensitivity in these cases. For this reason, each channel was studied for $0.3 < \tan\beta < 2$. In contrast to LEP2, which has very little sensitivity to values of $\tan\beta$ below ~ 0.8, the sensitivity with ATLAS is quite good for most channels of interest in this region of very low values of $\tan\beta$.

- It is important to recall here that all the SUSY particle masses were set to 1 TeV for this study. In some specific cases, the exact choice of the SUSY particle mass spectrum does affect the Higgs-boson production cross-sections and/or decay branching ratios, and therefore the discovery potential for specific channels. In particular, studies based on Minimal Supergravity (SUGRA) Models (see Section 19.3.5) indicate that the two heavy neutral Higgs bosons and the charged Higgs boson will have masses larger than 500 GeV in many cases and will therefore be outside the parameter space studied here. For given values of $m_A$ and $\tan\beta$, different values of $m_h$ would be allowed, depending on the exact mass spectrum of the SUSY particles, but, in most cases, these values would be close to the unique value allowed in the case of heavy SUSY particles.

### 19.3.4 Determination of the MSSM Higgs parameters

Assuming that a MSSM Higgs boson would be discovered, this section evaluates the potential for precision measurements of the model parameters, $m_A$ and $\tan\beta$, and of the masses of the discovered Higgs bosons themselves (see [19-97] for more details).

The theoretical motivation for precision measurements in the MSSM is even stronger than in the Standard Model. In the SM, a precise knowledge of the profile of the Higgs boson (mass, width, branching ratios, couplings) would confirm the correctness of the model itself. However, since the sensitivity of the electroweak precision measurements to $m_H$ through radiative corrections is only logarithmic, a precise knowledge of the Higgs-boson mass would not substantially over-constrain the model. The present data ($m_W = 80.394 \pm 0.042$ GeV and $m_t = 174 \pm 5$ GeV) and the electroweak precision measurements favour an area which is consistent with both the MSSM and the SM [19-98].

In the MSSM Higgs sector, the relations between the Higgs-boson masses, $\tan\beta$ and other parameters of the SUSY model are strongly constrained. Precise measurements of the Higgs-boson parameters and of the SUSY particle masses (see Chapter 20), if matched well by the precision of the theoretical calculations, would allow to overconstrain the SUSY model itself (see e.g. [19-99]).

If no SUSY particles are found, measurements of the Higgs-boson parameters should allow in some cases to distinguish between the SM and the MSSM models and to check the consistency with the relations between Higgs-boson masses predicted by the model. If, for example, the signal were to be observed in the $H \to ZZ^* \to 4l$ channel, the measured signal rate would provide the best tool to understand its origin, since the MSSM rates are suppressed by an order of magnitude with respect to the SM case over most of the parameter space. For values of $m_H$ larger than ~250 GeV, the measured signal width would also provide a handle to disentangle the SM case ($\Gamma_H^{\text{tot}} \sim 10$ GeV) from the MSSM case ($\Gamma_H^{\text{tot}} < 1$ GeV).
The Higgs-boson couplings will be measured, but most likely with an accuracy not better than 10 - 20%, since in most cases these measurements will be based on signal rates. A measurement of obvious interest will be that of the Higgs-boson couplings to the top quark, either through the observation of $t\bar{t}h$ production with $h \rightarrow b\bar{b}$ decay, or through the observation of $H/A \rightarrow t\bar{t}$ decays.

As already discussed in Section 19.2.12 for the SM Higgs-boson, ratios of rates from different channels will also provide ratios of couplings in the MSSM. This would be the case of $H/A \rightarrow \tau\tau$ and $H/A \rightarrow \mu\mu$ for large values of $\tan\beta$. Over a very large range of $\tan\beta$ and $m_A$ values this would also be the case for the associated production with $h \rightarrow \gamma\gamma$ and $h \rightarrow b\bar{b}$ decay.

### 19.3.4.1 Measurement of the Higgs-boson masses

The precisions quoted in this section for Higgs-boson mass measurements are estimated with the same assumptions as already discussed in Section 19.2.12. They include the statistical error on the determination of the peak position, coming from both the limited number of signal events and from the error on the background subtraction (the background is assumed to be flat under the peak), and the systematic error on the absolute energy scale (see Chapter 12). This latter error is assumed to be 0.1% for decay channels which contain leptons or photons (e.g. $h \rightarrow \gamma\gamma$, $H \rightarrow ZZ^* \rightarrow 4l$) and 1% for decay channels containing jets (e.g. $h \rightarrow b\bar{b}$). No theoretical errors are included in the results presented below and an integrated luminosity of 300 fb$^{-1}$ is assumed in the following.

In the MSSM model, the lightest Higgs boson is searched for over a very small range of mass values, with an upper limit of $m_h = 115$ - 130 GeV (depending on the model parameters) and a lower limit given by the experimental constraints. Since the present lower limit from LEP2 [19-11] is about 80 GeV for $m_h$ and $m_A$, only results above these values are presented below. The couplings of the $h$-boson are similar to the couplings of the SM Higgs-boson over the accessible range of parameter space for the discovery channels: $h \rightarrow \gamma\gamma$ and $h \rightarrow b\bar{b}$. The precision expected for the mass measurements is therefore similar.

The heavy neutral Higgs bosons would be observable in decay channels not accessible otherwise for the SM Higgs-boson. The only exception is the $H \rightarrow ZZ^* \rightarrow 4l$ channel, for which, however, the expected rates are strongly reduced with respect to the SM case.

Table 19-54 summarises the expected precisions on the masses of the MSSM Higgs bosons over the complete set of possible discovery channels and over the full parameter space for an integrated luminosity of 300 fb$^{-1}$.

- If the $h$ boson is discovered through the SM production processes (direct or associated production), the precision of the mass measurement is similar to that discussed already in Section 19.2.12. Over the range of parameter space covered by both the $h \rightarrow \gamma\gamma$ and $h \rightarrow b\bar{b}$

<table>
<thead>
<tr>
<th>MSSM Higgs boson</th>
<th>Process</th>
<th>Precision $\Delta m/m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td>Inclusive $h \rightarrow \gamma\gamma$</td>
<td>0.1% - 0.5%</td>
</tr>
<tr>
<td></td>
<td>$Wh, t\bar{t}h$ with $h \rightarrow \gamma\gamma$</td>
<td>0.1% - 0.5%</td>
</tr>
<tr>
<td></td>
<td>$Wh, t\bar{t}h$ with $h \rightarrow b\bar{b}$</td>
<td>1% - 3%</td>
</tr>
<tr>
<td>$H$</td>
<td>Inclusive $H \rightarrow \gamma\gamma$</td>
<td>0.1% - 0.5%</td>
</tr>
<tr>
<td></td>
<td>$H \rightarrow ZZ^* \rightarrow 4l$</td>
<td>0.1% - 0.5%</td>
</tr>
<tr>
<td></td>
<td>$H \rightarrow hh \rightarrow b\bar{b}\gamma\gamma$</td>
<td>1% - 2%</td>
</tr>
<tr>
<td>$A$</td>
<td>Inclusive $A \rightarrow \gamma\gamma$</td>
<td>0.1% - 0.5%</td>
</tr>
<tr>
<td></td>
<td>$A \rightarrow Zh \rightarrow llb\bar{b}$</td>
<td>1% - 2%</td>
</tr>
<tr>
<td>$H/A$</td>
<td>$H/A \rightarrow t\bar{t}$</td>
<td>1% - 12%</td>
</tr>
<tr>
<td></td>
<td>$H/A \rightarrow \mu\mu$</td>
<td>0.1% - 2.0%</td>
</tr>
</tbody>
</table>
channels, the precision is determined by the $h \to \gamma \gamma$ channel and is ~0.1%. Over the region where only the $h \to b\bar{b}$ channel is observable the expected precision is 1 - 3%.

- Cascade decays of SUSY particles, discussed in Section 19.3.5.4, might be a source of copious production of $h \to b\bar{b}$ events. The precision which can be achieved in this channel varies with the rates associated with a given SUGRA parameter point (see Section 19.3.5.4). This channel is limited by the systematic error of 1% on the jet energy scale for signal rates above a few hundred events, which would be achieved over a large region of the SUGRA parameter space, for an integrated luminosity of 30 fb$^{-1}$.

- For low values of $\tan\beta$, the precision of the measurement of the mass of the $H$-boson will be determined by the $H \to ZZ^{(*)} \to 4l$ channel, if observable. It will vary strongly with $\tan\beta$, from 0.1% to 0.5%, following the rapid variation of rate. It will be worse than that expected for the SM Higgs-boson of the same mass, since the MSSM rates are strongly suppressed. If only the $H \to hh \to b\bar{b}\gamma\gamma$ decay mode were to be accessible, the expected precision would not be better than ~1%.

- The pseudoscalar $A$ can be discovered for low values of $\tan\beta$ in the $A \to Zh \to llb\bar{b}$ and $A \to \gamma \gamma$ modes with rates varying very rapidly with $\tan\beta$. The expected precision of the mass measurement is not better than 1 - 2% for $A \to Zh \to llb\bar{b}$ and 0.1% for the $A \to \gamma \gamma$ channel.

- For large values of $\tan\beta$, heavy Higgs bosons $H$ and $A$ will be discovered in the $\tau\tau$ or $\mu\mu$ decay mode. They cannot be disentangled from each other, being almost degenerate in mass and having almost identical decay modes. If both $H/A \to \tau\tau$ and $H/A \to \mu\mu$ decays are observable, the precision will be determined by the $\mu\mu$ decay mode, with a much better expected resolution and a smaller systematic error. For large values of $\tan\beta$ where both channels are accessible, the precision is about 0.1%. For moderate values of $\tan\beta$, where the discovery reach of the $\tau\tau$ channel extends further than that of the $\mu\mu$ channel, the precision is degraded to 1-12%. For $H/A \to \tau\tau$ a systematic uncertainty of 1% coming from the jet energy scale has been included. The systematic uncertainty from the $E_{T}^{miss}$ scale has not been included in the present study, but is expected to be of the same order of magnitude (see Section 12.5.2).

Figures 19-84 and 19-85 illustrate the expected precisions on the Higgs-boson masses discussed above, for an integrated luminosity of 300 fb$^{-1}$ and for $\tan\beta = 3$ and $\tan\beta = 30$, respectively.

### 19.3.4.2 Measurement of $\tan\beta$

The measurement of the signal rates for the heavy Higgs bosons provides a good sensitivity to $\tan\beta$. The method proposed in [19-59] was followed for the evaluation of this sensitivity. The systematic error is dominated by the luminosity and is taken conservatively to be 10%. The expected precision on the measurement of $m_A$ is also taken into account in the evaluation:

- If the signal were to be observed in the $H \to ZZ^{(*)} \to 4l$ channel, the measured signal rate would allow a measurement of $\tan\beta$ with an accuracy of 10% to 25%, for an integrated luminosity of 300 fb$^{-1}$. For small $\tan\beta$ its measurement is possible with the $H \to ZZ^{(*)} \to 4l$ channel. However, the precision is limited to 10% at best, since the signal rate for this channel is low.

- If the signal were to be obtained in the $H/A \to \tau\tau$ channel, the measured signal rate would provide good sensitivity to $\tan\beta$. As an example, for $m_A = 150$ GeV and an integrated luminosity of 300 fb$^{-1}$, $\tan\beta$ can be measured to an accuracy of $\pm 15\%$ for $\tan\beta = 5$ and of $\pm 6\%$ for $\tan\beta = 40$. 
For large values of $\tan \beta$, a somewhat better sensitivity can be achieved with the $H/A \rightarrow \mu\mu$ channel, $\pm 12\%$ for $\tan \beta = 10$ and $\pm 5\%$ for $\tan \beta = 40$. 

Figures 19-86 and 19-87 illustrate the expected precision on $\tan \beta$ discussed above, for an integrated luminosity of 300 fb$^{-1}$ and for $m_A = 150$ GeV and $m_A = 300$ GeV, respectively.
19.3.5 SUGRA scenarios

19.3.5.1 General considerations

As discussed in Section 19.3.3, the searches in the MSSM Higgs sector have been performed under the assumption that the SUSY mass scale is heavy and the influence of SUSY particles on the Higgs-boson decays could therefore been ignored. However, for a complete discussion of the MSSM Higgs sector, the influence of SUSY particles has to be considered [19-100]. In this section, other scenarii are discussed, where SUSY particles can appear among the decay products of supersymmetric Higgs bosons, and where the Higgs bosons themselves appear in the decays of SUSY particles. In general, the influence of the SUSY particle sector on the Higgs bosons arises from the following effects:

- Due to radiative corrections, the mass spectrum of the Higgs bosons is affected by the SUSY particle spectrum and the mixing parameters in the stop-sbottom sector [19-11].
- If SUSY particles are not too heavy, their contribution to loops can either enhance or suppress the \( gg \rightarrow h, H, A \) production cross-sections and/or the branching ratios for the \( \gamma \gamma \) channel [19-101].
- There are regions in parameter space, where the rates for Higgs-boson decays to SUSY particles are large and dominant. These decays reduce the rates for SM signatures, opening new modes for Higgs-boson detection [19-100][19-102]. Higgs-boson decays to charginos or neutralinos (\( H \rightarrow \tilde{\chi}_i \tilde{\chi}_j \), \( H \rightarrow \tilde{\chi}_i^{+} \tilde{\chi}_i^{0} \)) which lead to multi-lepton final states, are among the most interesting signatures in this respect.
- There are regions in parameter space, where Higgs bosons are produced in decays of SUSY particles [19-100]. The most promising channel is the second lightest neutralino decay to the \( h \)-boson, followed by an \( h \rightarrow b\bar{b} \) decay [19-103][19-104].

The many parameters of the MSSM render a systematic study of the interplay between the Higgs and SUSY sectors extremely difficult. Therefore these studies have been performed in the framework of the more constrained minimal SUGRA model [19-71]. For a detailed discussion of the parameters of this model, the reader is referred to Chapter 20.

Masses

The SUGRA parameters have been scanned over the ranges \( m_0, m_{1/2} = 50 - 1000 \text{ GeV} \), \( \tan \beta = 1 - 50 \), for both signs of \( \mu \) and for \( A_0 = 0 \). These ranges correspond to the region of parameter space over which SUSY would be discovered at the LHC (see Chapter 20). Parts of this parameter space are excluded theoretically or experimentally [19-105]. In the determination of these excluded parameter regions, the present experimental limit on \( m_h \) has not been included. Curves of constant \( m_h \) are

![Figure 19-88 Curves of constant \( m_h \) in the \((m_0, m_{1/2})\) SUGRA parameter space for \( A_0 = 0 \), \( \tan \beta = 2 \) and 10, and for both signs of \( \mu \). The hashed and cross-hashed areas are excluded, respectively theoretically and experimentally.](image-url)
shown over a subset of the SUGRA parameter space in Figure 19-88. For a given value of \( \tan \beta \), these curves are almost independent of \( m_0 \) and increase only slowly with \( m_{1/2} \). For low values of \( \tan \beta \) and for positive \( \mu \) the predicted value for \( m_h \) is about 10 -15 GeV higher than for negative \( \mu \) and for the same values of the \( m_0, m_{1/2} \) parameters. This splitting disappears for large values of \( \tan \beta \) for which the mass of the \( h \)-boson reaches its upper limit.

The other supersymmetric Higgs bosons are predicted to be heavy in SUGRA models, even for relatively low values of \( (m_0, m_{1/2}) \). The \( H \)- and \( A \)-bosons are degenerate in mass over almost the whole parameter range. Curves of constant \( m_A \) are shown in Figures 19-89 and 19-90 for three values of \( \tan \beta \) (2, 10, 40) and for both signs of \( \mu \). For given values of \( m_0 \) and \( m_{1/2} \), the predicted masses of the \( H \)- and \( A \)-bosons decrease with increasing \( \tan \beta \). Note that the isoline \( m_A = 500 \text{ GeV} \) reaches \( m_{1/2} \sim 300 \text{ GeV} \) for \( \tan \beta = 10 \) and \( m_{1/2} \sim 500 \text{ GeV} \) for \( \tan \beta = 40 \). For \( m_A = 500 \text{ GeV} \), the maximum possible value of \( m_{1/2} \) increases from 250 GeV to 550 GeV when \( \tan \beta \) increases from 2 to 40. The heavy neutral Higgs bosons are only observable at the LHC for masses up to about 500 GeV, since their production cross-sections decrease rapidly with increasing mass. As shown in Figures 19-89 and 19-90, the region with \( m_A < 500 \text{ GeV} \) represents, however, only a small fraction of the SUGRA parameter space.

If the excluded regions of the SUGRA parameter space are mapped onto the \( (m_A, \tan \beta) \) discovery plane discussed in Section 19.3.3, they correspond to regions with low values of \( m_A \), so that only the region with \( m_A > 225 \text{ GeV} \) is allowed. The discovery of a heavy neutral Higgs boson in SUGRA has therefore to rely on the \( H/A \rightarrow \tau \tau \) and \( H/A \rightarrow \mu \mu \) channels, or as shown in the next sections, on some of their possible SUSY decay modes [19-106].
Production and decay

For the evolution of the SUGRA parameters from the GUT scale to the weak scale, the ISASUSY package was used \[19-107\]. The output parameters were then used as input to the HDECAY package, which calculates the SUSY particle spectrum and the Higgs-boson branching ratios \[19-20\]. This package includes the most important higher-order QCD corrections to the decays into quark pairs and important decays to off-mass-shell particles. All SUSY particles contributions to the loop-mediated $h \rightarrow \gamma \gamma$ decay mode are included. The package calculates the Higgs-boson branching ratios in the so-called SUSY-ON and SUSY-OFF scenarios, where the latter omits SUSY particles in decays and loops but calculates the Higgs-boson masses and couplings for the chosen SUSY model.

Higgs-boson production via gluon-gluon fusion is a production process which is important to be estimated consistently in SUSY-ON/OFF scenarios. For this purpose, the decay width of the Higgs boson to $gg$ pairs is calculated. A comparison of the cross-sections times branching ratios computed in the two scenarios provides an estimate of the difference between the effect of a variation of the couplings obtained from the MSSM parameters ($m_A$ and $\tan \beta$) and the effect of SUSY loops or SUSY decay modes in the Higgs sector. The SUSY-OFF scenario is used as a reference model, since it corresponds to the one discussed extensively in Section 19.3.2. More details on the comparison between these two scenarios in SUGRA can be found in \[19-70\], where several plots illustrate the behaviour of $\sigma \times BR$ for different Higgs-boson decay channels in the SUGRA parameter space.

19.3.5.2 Standard Model decay modes

Observability of the $h$-boson

The SM decay modes of the $h$-boson may be suppressed due to the opening of SUSY decay modes or due to SUSY contributions to loops. Over the allowed SUGRA parameter space, the decay of $h \rightarrow \tilde{\chi}_1^0 \tilde{\chi}_2^0$ (where $\tilde{\chi}_1^0$ denotes the lightest neutralino) is not accessible, and $h$ only decays to SM particles.

The presence of SUSY particles in loops has a significant impact on the observability of the $h$-bosons over certain regions of the SUGRA parameter space:

- the $gg \rightarrow h$ production cross-section is somewhat enhanced;
- the $h \rightarrow \gamma \gamma$ branching ratio may be suppressed by up to 30%.

As a consequence, the $\sigma \times BR$ for $gg \rightarrow h \rightarrow \gamma \gamma$ is never below 90% of its SUSY-OFF value. The $\sigma \times BR$ for the $Wt\bar{t}$ and $t\bar{t}h$ associated production with $h \rightarrow \gamma \gamma$ can be reduced to 70% of the SUSY-OFF values. The reduction of the $h \rightarrow \gamma \gamma$ rate occurs for low values of $m_{1/2}$ and is insensitive to $m_0$ \[19-70\]. On the other hand, the discovery potential for the $h \rightarrow b\bar{b}$ channel is essentially unaffected by the mass spectrum of the SUSY particles.

Figures 19-91 and 19-92 show how the 5σ-discovery contour curves in the $(m_A, \tan \beta)$ plane for inclusive and associated $h \rightarrow \gamma \gamma$ searches, are modified by the changes in $\sigma \times BR$ from the SUSY-OFF values. In the SUGRA scenario, the region where $m_A$ is less than 225 GeV, is excluded as explained in Section 19.3.5.1 and illustrated in Figures 19-91 and 19-92. Although the observability of the $h \rightarrow \gamma \gamma$ channel may be somewhat reduced the overall observability of the $h$-boson remains unchanged since the sensitivity of the $t\bar{t}h, h \rightarrow b\bar{b}$ channel is unaffected by SUSY particles.
Observability of the H- and A- bosons

In contrast to the h-boson, the SM decay modes of the heavy neutral Higgs bosons may be significantly affected by the opening of decay modes to SUSY particles (see Section 19.3.5.3). In many cases, the branching ratios to SM particles are strongly suppressed. These suppressions depend weakly on $m_0$ and are strongest for low values of $m_{1/2}$ and tan$\beta$: for tan$\beta > 40$, the suppression is always below 20% and for $m_{1/2} > 400$ GeV, it is always below 40% (see [19-70] for more details).

Figure 19-93 illustrates the impact of the opening of $H/\Lambda$ SUSY decays modes on the observability of their SM decay modes in SUGRA. The top plots of Figure 19-93 show the possible regions of parameter space for a 5$\sigma$ discovery of the heavy neutral Higgs bosons in the SUSY-OFF scenario (derived directly from the results reported in Section 19.3.2), both in the ($m_A$, tan$\beta$) plane and for low and large values of tan$\beta$ (see Section 19.3.2.11).

Observability of the $H^\pm$- boson

The production of a charged Higgs boson at the LHC can occur through $t\bar{t}$ production followed by a $t \rightarrow H^+ b$ decay or through $gg$ or $g\bar{b}$ fusion. A signal can be observed in the case of $t\bar{t}$ production in either the $H^\pm \rightarrow \tau\nu$ or $H^\pm \rightarrow c\bar{s}$ decays. The decay $H^\pm \rightarrow tb$ is also observable for low and large values of tan$\beta$ (see Section 19.3.2.11).
In the SUGRA parameter region $m_0, m_{1/2} = 50 - 1000$ GeV, the $H^\pm$ is heavier than the top quark, except at very large $\tan \beta$. $H^\pm$ could decay into charginos/neutralinos or squarks but, even above the top-quark threshold, the branching ratio to chargino/neutralino will not exceed 20 - 30%. Decay into stop-sbottom also may become important, with a branching ratio of the same order of magnitude as the branching ratio into SM fermions.

**Figure 19-93** For SM decays of the heavy neutral Higgs bosons in SUGRA scenarios and for an integrated luminosity of 300 fb$^{-1}$, regions of the $(m_0, m_{1/2})$ plane (left) and of the $(m_A, \tan \beta)$ plane (right), where a 5σ discovery would be possible in the absence of SUSY decay modes (top), in the presence of SUSY decay modes (middle) and where no discovery in SM decay modes would be possible in the presence of SUSY decay modes (bottom). The $\tau \tau, \mu \mu, tt$ decays and $A \rightarrow Zh$ and $H \rightarrow hh$ modes are used. The shaded areas are excluded by theoretical and experimental constraints.
Overall sensitivity

Figure 19-94 shows the 5σ-discovery contour curves for SM decays of the various Higgs bosons and for an integrated luminosity of 300 fb⁻¹, as taken from the general MSSM studies reported in Section 19.3.2, but extrapolated to SUGRA scenarios with heavy SUSY particles (SUSY-OFF) and including the theoretical and experimental constraints described above.

In general, however, the other SUGRA parameters have an impact on these discovery curves through the opening of Higgs-boson decays to SUSY particles (mostly for $H$ and $A$) and the presence of SUSY particles in loops. This impact is illustrated in Figure 19-95, where these effects are taken into account by reducing the SM decay rates of the heavy neutral Higgs bosons to 40% of their nominal SUSY-OFF values and by reducing the SM $h \to \gamma \gamma$ rates to their minimal predicted values (see Figures 19-91 and 19-92). Over most of the relevant region of SUGRA parameter space, the reduction is smaller so this is a conservative assumption. Despite the reduction in the decay rates of the Higgs bosons, the difference between Figures 19-94 and 19-95 is not very large (only the $H \to ZZ^{(*)} \to 4l$ channel disappears).
19.3.5.3 SUSY decay modes

In this section the sensitivity of the ATLAS experiment to decays of the heavy SUSY Higgs bosons via supersymmetric particles is discussed. There is a large branching ratio for neutralino and chargino decays, $H \rightarrow \tilde{\chi}_1^0 \tilde{\chi}_1^0$, or $H \rightarrow \tilde{\chi}_1^+ \tilde{\chi}_1^-$, which could decay via cascades into multi-lepton final states. Such multi-lepton final states together with missing transverse energy provide a clean signature.

The strategy for the detection of these decays is shown first [19-106] for the SUGRA point 3 [19-108] (see Chapter 20). The method is then applied to other points in the SUGRA parameter space and the $5\sigma$ discovery regions are determined [19-109].

$H/A \rightarrow \tilde{\chi} \tilde{\chi}$ at SUGRA point 3

SUGRA point 3 [19-108] is characterised by the following parameters: $m_0 = 200$ GeV, $m_{1/2} = 100$ GeV, $A = 0$, $\tan\beta = 2$ and $\text{sgn}(\mu) = -1$. At this point the heavy Higgs bosons $H$ and $A$ are predicted to have masses of 375 GeV; decays: $H/A \rightarrow \tilde{\chi}_1^0 \tilde{\chi}_1^0$, $H/A \rightarrow \tilde{\chi}_2^0 \tilde{\chi}_1^0$, and $H/A \rightarrow \tilde{\chi}_2^0 \tilde{\chi}_1^-$ are kinematically allowed and compete with the $t\bar{t}$ decay mode. The two lightest neutralinos have masses of 45 and 97 GeV, and the decay $\tilde{\chi}_1^0 \rightarrow \nu_l l^+$ has a relatively large branching ratio. The dominant contribution to the multi-lepton final states comes from the $H/A \rightarrow \tilde{\chi}_1^0 \tilde{\chi}_1^0$ decay, which leads to two lepton pairs with opposite sign and same flavour in 12% of the cases.

The dominant source of background are leptons produced in the decays of squarks and gluinos which cascade to charginos and neutralinos. Unlike the charginos/neutralinos from Higgs-boson decays they are however produced in association with quarks and gluons if they appear in the cascade of squarks/gluinos. This large hadronic activity can be used to suppress this type of SUSY background. An additional, smaller background source is the direct production of sleptons and gaugino pairs via the Drell-Yan processes. Only a very small hadronic activity is expected in these events and their rejection is more difficult. The rate of direct production of $\tilde{\chi}_1^0$ pairs is comparable with the $H/A \rightarrow \tilde{\chi}_2^0 \tilde{\chi}_2^0$, also the background from the direct production of slepton/sneutrino pairs is non-negligible.

Events are selected as follows.

- Two pairs of isolated leptons with opposite sign and same flavour (OS-SF), with $p_T > 20$ GeV for the two hardest and $p_T > 7$ GeV for the other two leptons. The mass of the lepton pairs has to be above 4.5 GeV and outside of $m_Z \pm 10$ GeV.
- Jet veto of $p_T > 40$ GeV or 20 GeV in the pseudorapidity interval $|\eta| < 5$.

The jet veto acceptance for the signal is ~35% for the 40 GeV threshold and ~19% for the 20 GeV threshold, whereas the acceptance for the SUSY background is 0.56% and 0.025% respectively. The expected number of signal and background events passing these cuts are given in Table 19-55, assuming an integrated luminosity of 30 fb$^{-1}$. For the final selection a tight jet veto, 20 GeV for both low and high luminosity is needed. The expected additional loss in acceptance in the high luminosity case is 50% [19-110].

<table>
<thead>
<tr>
<th>Selection</th>
<th>Signal</th>
<th>Backg.</th>
<th>S/B</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 OS-SF pairs</td>
<td>493</td>
<td>3.6x10^5</td>
<td>0.001</td>
</tr>
<tr>
<td>Kinematic cuts</td>
<td>333</td>
<td>2.5x10^5</td>
<td>0.001</td>
</tr>
<tr>
<td>Jet veto 40 GeV</td>
<td>115</td>
<td>1545</td>
<td>0.07</td>
</tr>
<tr>
<td>Jet veto 20 GeV</td>
<td>80</td>
<td>140</td>
<td>0.57</td>
</tr>
</tbody>
</table>
With looser isolation criteria than those that were discussed in Section 19.2.5, the lepton reconstruction+isolation efficiency can be kept at the 66% per event (~90% per lepton) with still sufficient rejection power of 120 (20) against $t\bar{t}$ background and of 30 (10) against $Z\bar{b}b$ background for low (high) luminosity. The SM background ($Z^*Z^*$, $t\bar{t}$, $Z\bar{b}b$ events) is suppressed to a level below 10% (20%) of the SUSY background for low (high) luminosity.

In Figure 19-96 the invariant mass distribution of the four leptons, $m_{llll}$, is shown for the signal + background (black points) and for the background alone (histogram) after applying a jet-veto cut of 20 GeV and for an integrated luminosity of 300 fb$^{-1}$. The Higgs signal appears as an enhancement in the $m_{llll}$ distribution and can be detected with a significance of $S/B = 5.2$ after 30 fb$^{-1}$ and $S/B = 11.9$ after 300 fb$^{-1}$ if the systematic error on the background is not taken into account. The shape of the distribution is sensitive to the Higgs-boson mass, as shown in Figure 19-97; a sensitivity of 10 GeV is expected for an integrated luminosity of 300 fb$^{-1}$.

**Figure 19-96** For $H\rightarrow \tilde{\chi}_1^0 \tilde{\chi}_1^\pm \rightarrow 4l+X$ decays with $m_A = 371$ GeV distribution of the four-lepton invariant mass for the background (solid line) and the summed signal+background (points with error bars) for an integrated luminosity of 300 fb$^{-1}$.

**Figure 19-97** For $H\rightarrow \tilde{\chi}_1^0 \tilde{\chi}_1^\pm \rightarrow 4l+X$ and for an integrated luminosity of 300 fb$^{-1}$. The distribution is shown for three different values of $m_A$.

**Complete reconstruction of the Higgs mass**

If in the $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 l\bar{l}$ decay the dilepton pair has an invariant mass near its endpoint, then in the rest frame of the $\tilde{\chi}_2^0$ both the $\tilde{\chi}_1^0$ and the $l\bar{l}$ pair are forced to be at rest. One can then reconstruct the four-momentum of the $\tilde{\chi}_1^0$ if its mass is assumed. More details of this method can be found...
in Section 20.2.4.1. The previous event selection was refined by requiring both OS-SF pairs to be in the \((m_{\tilde{\chi}_2^0} - m_{\tilde{\chi}_1^0}) < 10\text{ GeV} < (m_{\tilde{\chi}_2^0} - m_{\tilde{\chi}_1^0})\) window. To increase the statistics of the end-point events the jet veto is raised to 40 GeV.

The invariant mass of pairs of \(\tilde{\chi}_2^0\)’s is formed and shown in Figure 19-98. The mass distributions are shown for signal and background for values of the Higgs boson mass shifted by \(\pm 20\) GeV around nominal one and for an integrated luminosity of 300 fb\(^{-1}\). For a Higgs boson mass of \(m_A = 370\) GeV 18 signal and 65 background events from the \(ee\mu\mu\) sample are found in the mass window \(\pm 50\) GeV around the nominal Higgs boson mass. This only corresponds to a signal significance \(S/\sqrt{B} = 2.2\). If all events with SF-OS lepton pairs are used about 33 signal and 132 background events are expected which give a statistical significance \(\sigma = 2.9\). Figure 19-98 shows the expected distribution of the reconstructed Higgs boson mass for all OS-SF pairs and for three different values of the Higgs boson mass. Although the sensitivity in this particular point is rather weak for the full reconstruction of the Higgs boson mass, this method may be successfully used in other SUGRA scenarios.

**Scan of SUGRA parameter space**

The same analysis as described above for the SUGRA point 3 has been applied to other points in the parameter space. The SUGRA parameter space has been scanned for fixed values of \(m_0 = 50, 100, 150, 200, 250\) GeV in the range of \(m_{1/2} = 100 - 300\) GeV and \(\tan\beta = 1.5 - 50\). The parameter \(A_0\) had been set to zero. For this scan a dedicated package based on subroutines from ISAJET-7.37 was used. This calculates cross-sections and branching ratios for the signal and the SUSY backgrounds. Only the Higgs production via the \(gg\) fusion and the \(b\bar{b}A, b\bar{b}H\) associated production gives a substantial contribution. The expected range in the SUGRA parameter space where the appropriate decay channel is open is determined. As the masses of the neutralinos \(\tilde{\chi}_i^0\) and \(\tilde{\chi}_j^0\) are proportional to \(m_{1/2}\), the kinematic constraint \(m_{\tilde{\chi}_2^0} < m_{\tilde{\chi}_1^0}\), which is crucial for \(\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 + \gamma\) being dominant, gives the upper limit on \(m_{1/2}\) of about 250 GeV for the Higgs searches in the four lepton channel.

Over most of the SUGRA parameter space the \(H \rightarrow \tilde{\chi}_2^0 \tilde{\chi}_2^0\) decay gives the main contribution to the four-lepton final state. In a small region of \(m_A\) in the range between 300 and 400 GeV and \(\tan\beta = 2\), there is also a contribution from \(H \rightarrow \tilde{\chi}_2^0 \tilde{\chi}_3^0\) decays. If sleptons are lighter than the second lightest neutralinos, \(m_{\tilde{e}_R}\) or \(m_{\tilde{e}_L}\), the decay chain \(\tilde{\chi}_2^0 \rightarrow \tilde{\ell} (\tilde{\ell})^\tau \rightarrow \tilde{\ell} (\tilde{\ell})^\tau\) + e\(^\tau\) with the subsequent decay \(\tilde{\ell} (\tilde{\ell})^\tau \rightarrow \tilde{\ell} (\tilde{\ell})^\tau\) + e\(^\tau\) dominates the direct decay \(\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 + \gamma\).

The SUSY background was simulated including all SUSY production processes and those decay modes which give measurable contributions to the four lepton final state. For some SUGRA points the contributions from the neutralino/chargino production from sources other than \(\tilde{\chi}_2^0 \tilde{\chi}_2^0\)-pair production are comparable with \(\tilde{\chi}_2^0 \tilde{\chi}_2^0\)-pair production.
The $\tilde{\chi}, \tilde{\chi}, \tilde{g} \tilde{\chi}$ and $\tilde{q} \tilde{\chi}$ production was included in the SUSY background. For large values of $\tan\beta$ the $\tilde{\chi}$ decay to tau-leptons is dominant. For $\tan\beta = 20$ for example, the ratio $\text{BR}(\tilde{\chi}_2^0 \rightarrow \tilde{\tau}_1^0 \tau \tau)/\text{BR}(\tilde{\chi}_2^0 \rightarrow \tilde{\tau}_1^0 e e)$ is about 30 and the contribution from $\tau \rightarrow e \nu, \mu \nu$ decay is about 10% for the Higgs signal and about 30% for the background.

In some specific SUGRA parameter points the signal and background events were simulated and analysed with ATLFAST. The detection efficiencies depend on the particular parameters of the model. For example, the efficiency of the kinematic selection for leptons varies for signal events from $\sim 40\%$ for large $m_A$ to $\sim 10\%$ for $m_A = 200$ GeV. For background events, the lepton cut efficiency is in the range 30 - 50% for most of the points. The analysis has been performed for jet-veto cuts, using thresholds of 20 and 40 GeV. At each point of parameter space the analysis with the higher significance is retained. For many SUGRA points, in contrast to the point 3 case, the SUSY background is not very high.

The resulting 5σ-discovery contours are shown in Figure 19-99 to 19-102 projected onto the $(m_A, \tan\beta)$ plane for both signs of $\mu$, and for integrated luminosities of 30 fb$^{-1}$ and 300 fb$^{-1}$ [19-109]. The lines correspond to a 5σ significance. They are shown for fixed value of $m_0 = 50, 100, 150$ and 200 GeV. For positive $\mu$ values the significance is found to be slightly higher and a larger fraction of the $(m_A, \tan\beta)$ plane can be covered. For both $\text{sgn}(\mu)$ the access to the large $\tan\beta$ region, $\tan\beta > 20$, is restricted by the stau contribution. The complex structure of the significance region in the $(m_A, \tan\beta)$ plane is mainly determined by the thresholds for the $\tilde{\chi}_2^0$ to sleptons decays.

In conclusion, while high luminosity running is required due to the small rate of Higgs production, this four lepton is promising for detection of heavy supersymmetric Higgs bosons via their decays to SUSY particles in the region of the $(m_A, \tan\beta)$ plane which, using SM decay modes, was only accessible via the discovery of the light Higgs $h$. The sensitivity to the SUSY decay scenarios will be useful in the discrimination between the Standard Model and a supersymmetric Higgs model and for the investigation of the properties of the MSSM Higgs sector.
19.3.5.4 Higgs production in SUSY cascade decays

In this section the sensitivity to detect Higgs bosons in cascade decays of heavier SUSY particles is discussed. In particular, the lightest Higgs often appears at the bottom of cascades. One copious production source is the decay of the second lightest neutralino into the lightest neutralino, $\tilde{\chi}^0_2 \rightarrow \tilde{\chi}^0_1 h$; the former is produced with a large rate in the decays of squarks or gluinos such as $q_L \rightarrow \tilde{\chi}^0_2 q \rightarrow \tilde{\chi}^0_1 h q$. In R-parity conserving SUSY models the light Higgs $h$ is always accompanied by missing transverse energy, carried away by the lightest SUSY particle. The presence of missing transverse energy and several energetic jets can be used to obtain a sample that consists mainly of the decay products of SUSY particles (see Section 20.2.5.). The discovery of the Higgs $h$ in its dominant decay mode $h \rightarrow b\bar{b}$ without a lepton being present (as required in the $WH$ with $W \rightarrow l\nu$, case) then becomes possible.

In the following, the signal extraction is described using SUGRA point 1 as a typical example. The method established there [19-103] is then used at other points in the SUGRA parameter space and the discovery region in the SUGRA parameter space is determined [19-111].

$\tilde{\chi}^0_2 \rightarrow h \ (\rightarrow b\bar{b}) \tilde{\chi}^0_1$ decay at SUGRA point 1

At point 1 (see Section 20.2) the SUSY particles are relatively heavy with squarks and gluinos in the 1 TeV range. The two lightest neutralinos have masses of 325 GeV and 170 GeV. Since the mass of the lightest Higgs $h$ is 95 GeV, the decay $\tilde{\chi}^0_2 \rightarrow \tilde{\chi}^0_1 h$ is open and has a branching ratio of 90%. The Higgs boson $h$ decays with a branching ratio of 80% into a $b\bar{b}$ pair.

The total cross-section for the production of SUSY particles is 3.6 pb and is dominated by squark-squark and squark-gluino production. About 25 000 events containing at least one $h$-boson are expected to be produced for an integrated luminosity of 30 fb$^{-1}$. About 90% of them contain only one $h$-boson with an average $p_T$ of about 200 GeV. In particular the cascade decay of the $q_L \rightarrow \tilde{\chi}^0_2 q \rightarrow \tilde{\chi}^0_1 h q$ leads to a very characteristic signature of multi-jet and multi-$b$-jet events associated with large $E_T^{\text{miss}}$. With further selection the reconstruction of the
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$h \to b \bar{b}$ decays provides an accurate measurement of $m_h$, with a signal sample free of the large backgrounds from SM processes. Using this clean sample of $h \to b \bar{b}$ decays, a backward partial reconstruction of the SUSY cascade itself can also be performed (see Section 20.2.4.3).

### Table 19-56

Numbers of expected events for SUSY and SM background events passing the selection cuts discussed in the text for an integrated luminosity of 30 fb$^{-1}$ as a function of $E_T^{\text{miss}}$ and b-jet-veto cuts. The third and fourth columns correspond to the choice of the final cuts.

<table>
<thead>
<tr>
<th>Process</th>
<th>$E_T^{\text{miss}} &gt; 200$ GeV</th>
<th>$E_T^{\text{miss}} &gt; 300$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Veto $p_T^b &gt; 15$ GeV</td>
<td>Final selection</td>
</tr>
<tr>
<td>SUSY: $h \to b \bar{b}$</td>
<td>1190</td>
<td>920</td>
</tr>
<tr>
<td>SUSY: other</td>
<td>190</td>
<td>160</td>
</tr>
<tr>
<td>SM background</td>
<td>220</td>
<td>45</td>
</tr>
<tr>
<td>$S/\sqrt{B}$</td>
<td>59</td>
<td>64</td>
</tr>
</tbody>
</table>

To select a clean $h \to b \bar{b}$ signal above the SUSY combinatorial background and the SM background the following criteria are applied:

- $E_T^{\text{miss}} > 300$ GeV (or 200 GeV in some cases).
- Two tagged $b$-jets with $p_T > 50$ GeV, which are relatively close, $R_{b\bar{b}} < 2$. (The separation cut is mainly applied to reject $t\bar{t}$ background).
- There should be no additional $b$-jet with $p_T > 50$ GeV (or $p_T > 15$ GeV in some cases).
- Lepton-veto for isolated leptons with $p_T > 6$ GeV.
- Two additional jets with $p_T > 100$ GeV, one of them should be within $|\eta| < 2.0$.

Table 19-56 shows the number of expected events for the different selection cuts for integrated luminosities of 30 and 300 fb$^{-1}$. Already at low luminosity the signal can be clearly identified with a high significance above the backgrounds. At high luminosity, there is some degradation due to pile-up effects, and some degradation of the $b$-tagging efficiency which explains why the numbers in the Table do not scale with luminosity. In Figure 19-103 the reconstructed mass distributions $m_{bb}$ of the two selected b-jets is shown after cuts. The contributions of the $h \to b \bar{b}$ signal + background (solid), of the Standard Model background (black) and of the total SM+SUSY background (dashed) are shown separately.

Figure 19-103 The reconstructed $m_{bb}$ distribution for events passing the $h \to b \bar{b}$ selection cuts (see text). The distributions are shown for the SM background (shaded), the total SUSY+SM background (dashed) and the summed $h \to b \bar{b}$ signal and background for SUGRA point 1. An integrated luminosity of 30 fb$^{-1}$ has been assumed.
In the mass window \( m_{\text{GS}} = m_{\tilde{g}} \pm 25 \text{ GeV} \), the SM background can be reduced well below 10% of the \( h \to b\bar{b} \) signal. The SUSY combinatorial background is found to be small, at the level of 20% of the \( h \to b\bar{b} \) signal itself.

Very similar conclusions are drawn from the analysis performed for SUGRA point 5 (see Section 20.2.5), where the SUSY particles have lower masses (gluino and squarks of 700 GeV) but similar cascade decay patterns [19-104].

**Scan of SUGRA parameter space**

The observability of the \( h \to b\bar{b} \) signal was studied in the SUGRA parameter space for \( m_0 \) up to 2 TeV, \( m_{1/2} \) up to 1 TeV, \( \tan \beta = 2, 10, \) and 30, sgn(\( \mu \)) = ±1 and \( A_\mu = 0 \) [19-111]. For several points in the \((m_{0}, m_{1/2})\) plane where the channel \( \tilde{\chi}^0_{2} \to \tilde{\chi}^0_{1} h \) is open, individual analyses similar to the one described above, were performed.

In most cases the same selection cuts were imposed. The \( E_T^{\text{miss}} \) threshold was increased with \( m_{1/2} \) from 300 GeV for \( m_{1/2} = 300 \text{ GeV} \) to 600 GeV for \( m_{1/2} = 1000 \text{ GeV} \). The \( E_T^{\text{miss}} \) cut was not so efficient at large \( m_0 \) and large \( m_{1/2} \) where the \( E_T^{\text{miss}} \) results from the decay of rather light \( \tilde{\chi}^0_{2} \), \( \tilde{\chi}^\pm \) and not from decays of heavy \( \tilde{q} \), as is the case for the low \( m_0 \) large \( m_{1/2} \) region. The \( p_T \) thresholds for the \( b \) and non-\( b \) jets were optimised separately for different regions of the \((m_{0}, m_{1/2})\) parameter space.

Over a large region of the parameter space, the most important cascade for the \( h \) production, \( \tilde{\chi}^0_{2} \to \tilde{\chi}^0_{1} h \), is open and has a branching ratio of about 90%. Also for \( 90 \leq m_h \leq 120 \text{ GeV} \) the branching ratio \( \text{BR}(h \to b\bar{b}) \) is large and exceeds 75%. The total cross-section for SUSY production varies from \(-10^3 \text{ pb}\) at \((m_{0}, m_{1/2}) = (100 \text{ GeV}, 100 \text{ GeV})\) to \(10^{-1} \text{ pb}\) for \( m_{1/2} > 800 \text{ GeV} \). The cross-section is almost independent of \( \tan \beta \) and sgn(\( \mu \)).

All SUSY production processes available in PYTHIA 6.115 [19-112] were simulated, with \( \tilde{q}\tilde{q} \), \( \tilde{g}\tilde{g} \), \( \tilde{g}\tilde{g} \), \( \tilde{\chi}^0_{1} \tilde{\chi}^\pm \), \( \tilde{\chi}^\pm \tilde{\chi}^\pm \), \( \tilde{\chi}^0_{2} \tilde{\chi}^0_{2} \) production being the most important ones. For low \( m_0 \) and large \( m_{1/2} \), the \( \tilde{q}\tilde{q} \) production is dominant (40%) since \( m_{\tilde{q}} > m_{\tilde{g}} \), while at large \( m_0 \) and low \( m_{1/2} \), where \( m_{\tilde{g}} < m_{\tilde{q}} \), the \( \tilde{g}\tilde{g} \) production is significant (30%). At the lower-left quarter of the \((m_{0}, m_{1/2})\) plane, where both the \( \tilde{q} \) and the \( \tilde{g} \) masses are low, \( \tilde{q}\tilde{q} \) production contributions are larger than 35% of the total SUSY production. For large \( \tilde{q} \) and \( \tilde{g} \) masses, \( i.e., \) at the upper-right part of the parameter space, gauginos lead the SUSY production via electroweak processes (50%). Mixed production processes, like \( \tilde{g} \tilde{\chi}^0_{1} \), \( \tilde{g} \tilde{\chi}^0_{1} \), \( q \tilde{\chi}^\pm \), and \( \tilde{\chi}^0_{1} \) production, give contributions of order 1% or less.

In Figures 19-104 and 19-105 the 5\( \sigma \)-observability contours are shown for \( \tan \beta = 10 \), sgn(\( \mu \)) = +1, and for integrated luminosity of 30 fb\(^{-1}\) and 300 fb\(^{-1}\) respectively. A line is superimposed which indicates where the branching ratio \( \text{BR}(\tilde{\chi}^0_2 \to \tilde{\chi}^0_1 h) \) has a constant value of 50%. There is an obvious correlation between this branching ratio and the 5\( \sigma \) discovery contours. Once the channel \( \tilde{\chi}^0_{2} \to \tilde{\chi}^0_{1} h \) is open, it quickly becomes dominant and the subsequent decay \( h \to b\bar{b} \) becomes detectable. The expected number of \( h \to b\bar{b} \) events, after selection cuts have been imposed, is indicated by the dashed and/or dotted lines in the figures. The 5\( \sigma \) discovery region depends only weakly on \( \tan \beta \) and sgn(\( \mu \)). Similar plots exist for other values of \( \tan \beta \) and sgn(\( \mu \)) and can be found in [19-111].
Outside the marked regions of the SUGRA parameter space the $h \rightarrow b\bar{b}$ decay will not be observed. Either the Higgs $h$ is not produced in the SUSY cascade of heavy gaugino decays into lighter ones or a large $b\bar{b}$ irreducible background overwhelms the signal. This $b\bar{b}$ background arises from $\tilde{\chi}^0_2 \rightarrow \tilde{\chi}^0_1 Z \rightarrow \tilde{\chi}^0_1 b\bar{b}$, $g \rightarrow \tilde{\chi}^0_1 b\bar{b}$, or $g \rightarrow \tilde{\chi}^0_1 t\bar{t} \rightarrow \tilde{\chi}^0_1WWb\bar{b}$ decays. The non-observability of the signal in the upper right corner of the $(m_0, m_{1/2})$ plane is caused by a drop of the efficiency of the $E_T^{miss}$ cut and by the lower cross-section for SUSY production. The results from the SUGRA parameter scan for both $\text{sgn}(\mu) = \pm 1$. The expected numbers of reconstructed $h \rightarrow b\bar{b}$ events are also shown. The dark shaded areas are excluded theoretically or experimentally.

Figure 19-104 For an integrated luminosity of $30 \text{ fb}^{-1}$, 5σ-discovery area (hatched) for the $h \rightarrow b\bar{b}$ from SUSY cascade in the $(m_0, m_{1/2})$ plane for $\tan \beta = 10$, $\text{sgn}(\mu) = +1$. The expected numbers of reconstructed $h \rightarrow b\bar{b}$ events are also shown. The dark shaded areas are excluded theoretically or experimentally.

Figure 19-105 Same as Figure 19-104 but for an integrated luminosity of $300 \text{ fb}^{-1}$.

Figure 19-106 For integrated luminosities of $30$ and $300 \text{ fb}^{-1}$, 5σ-discovery area (hatched) for the $h \rightarrow b\bar{b}$ from SUSY cascade in the $(m_A, \tan \beta)$ plane. The dashed line indicates the improvement in the 5σ discovery for an integrated luminosity of $300 \text{ fb}^{-1}$.
19.4 Strongly interacting Higgs sector

In the Standard Model, as the Higgs mass is increased, its coupling to gauge bosons increases, making the resonance wider and the interaction stronger, eventually leading to a violation of the unitarity bound \( \sim 1 \text{ TeV} \) [19-3]. Requirements of vacuum stability and the validity of the running of the effective coupling, in next-to-leading order, should limit the allowed range for the mass of the Higgs boson [19-4], [19-5], [19-6].

While the Standard Model is renormalisable and consistent with all precision electroweak measurements, it has well known shortcomings [19-113]. It makes \textit{ad hoc} assumptions about the shape of the potential, responsible for electroweak symmetry breaking, and provides no explanation for the values of the parameters. The theory becomes \textit{trivial} (or non-interacting) if it is to remain valid at high energies. Radiative corrections to the Higgs mass diverge, leading to the \textit{naturalness/hierarchy} problem. Supersymmetry is an appealing alternative which solves these problems, but at the cost of more particles and Higgs bosons, including a relatively light scalar not yet discovered.

It may well be, that no fundamental scalar particle exists. In that case, new physics must exist to account for the breaking of electroweak symmetry, for the regularisation of the vector boson coupling, and for generating fermion masses. In the absence of a low mass scalar Higgs particle, the study of electroweak symmetry breaking will require measurements, in the high energy regime, of the production rate of longitudinal gauge boson pairs since the longitudinal components are the Goldstone bosons of the symmetry breaking process. It will also be essential to search for the presence of new resonances which could exist in theories that regularise the vector boson scattering cross-section.

It has already been shown, in Section 19.2.10 that \( V_LV_L \) fusion is detectable in the case of a heavy Higgs resonance, through the processes \( H \rightarrow WW \) or \( H \rightarrow ZZ \), up to \( m_H \sim 1 \text{ TeV} \). More generally, resonances could occur in vector, charged or neutral channels. Narrow resonances, predicted for example by technicolor models (see Section 21.2), should be detectable up to higher masses. Various other models exist for a unitarisation of the \( V_LV_L \) coupling and experimental prospects have been evaluated in several recent reviews [19-114][19-115]. The search for a generic \( WZ \) resonance is presented below and the feasibility of measuring nonresonant behaviour of the \( V_LV_L \) fusion process at high mass is assessed.

19.4.1 Detector performance issues

The same techniques are applied in the search for high mass gauge boson pairs as in the case of the heavy Higgs (see Section 19.2.10). Since the signals derive in large part from \( VV \) fusion, forward jet tagging is a powerful method of rejecting backgrounds. Central jet vetoing suppresses the large background from \( f\bar{f} \) events, which produce pairs of \( W \) bosons accompanied by several jets. Searches which rely on reconstructing the hadronic decay of the \( W \) or \( Z \) will require optimisation of efficiencies and resolution in jet-jet masses.
19.4.2 Vector boson scattering in the Chiral Lagrangian model

Assuming an unbroken custodial SU(2)\textsubscript{L+R} symmetry, the scattering amplitudes for different \( V_L V_L \rightarrow V_L V_L \) processes are related to each other by crossing. Defining a weak isospin \( I \), the \( W_L^a W_L^b \rightarrow W_L^c W_L^d \) scattering can be written in terms of isospin amplitudes, exactly as in low energy hadron physics. The isospin indices are assigned as follows,

\[
W_L^a W_L^b \rightarrow W_L^c W_L^d
\]

where \( W_L \) denotes either \( W_L \) or \( Z_L \), where \( W_L^\pm = W_L^1 \pm i W_L^2 \) and \( Z_L = W_L^3 \). The scattering amplitude is given by

\[
M(W_L^a W_L^b \rightarrow W_L^c W_L^d) \sim A(s, t, u) \delta_{ab} \delta_{cd} + A(t, s, u) \delta_{ac} \delta_{bd} + A(u, t, s) \delta_{ad} \delta_{bc}
\]

where \( a, b, c, d = 1, 2, 3 \) and \( s, t, u \) are the usual Mandelstam kinematic variables.

Chiral Perturbation Theory (ChPT) [19-116] provides a theoretical framework capable of describing generically the strong interactions of electroweak gauge bosons [19-117]. In the chiral approach the low-energy Lagrangian is build as an expansion in derivatives of the Goldstone bosons fields. The form of the effective chiral Lagrangian, including operators up to dimension four, is only constrained by symmetry considerations which are common to any strong electroweak symmetry breaking sector [19-118]:

\[
L^{(2)} = \frac{v^2}{4} \text{tr} D_\mu U D^\mu U^\dagger
\]

where \( D_\mu U = \partial_\mu U - W_\mu U + UB_\mu \), \( W_\mu = -(ig \sigma^a W_\mu^a)/2 \), and \( B_\mu = (ig \sigma^3 B_\mu)/2 \). At higher-orders phenomenological parameters, \( L_1 \) and \( L_2 \) appear:

\[
L^{(4)} = L_1 (\text{tr} D_\mu U D^\mu U^\dagger)^2 + L_2 (\text{tr} D_\mu U D^\nu U^\dagger)^2
\]

The values of \( L_1 \) and \( L_2 \) depend on the model, but are expected to be in the range \( 10^{-2} \) to \( 10^{-3} \). Given these parameters, it is possible to compute the function \( A(s,t,u) \) in \( O(p^4) \) order [19-119]

\[
A(s, t, u) = \frac{s}{v^2} + \frac{1}{4 \pi^4} (2L_1 s^2 + L_2 (t^2 + u^2)) + \frac{1}{16 \pi^2 v^4} \left( \frac{t}{6} (s + 2t) \log \left( -\frac{t}{\mu^2} \right) - \frac{u}{6} (s + 2u) \log \left( -\frac{u}{\mu^2} \right) - \frac{s^2}{2} \log \left( -\frac{s}{\mu^2} \right) \right)
\]

The chiral Lagrangian approach does not respect unitarity. Among the methods used to unitarise chiral amplitudes, the Inverse Amplitude Method (IAM) [19-120][19-121], used here, has proved very successful in describing resonances in low energy \( \pi\pi \) and \( \pi K \) scattering [19-122]. It is based on the assumption that the inverse of the amplitude has the same analytic properties as the amplitude itself.

In analogy to \( \pi\pi \) scattering there are three possible isospin channels \( I = 0, 1, 2 \). At low energies states of lowest angular momentum \( J \) are most important, and thus only the \( t_{1J} = t_{0,0}, t_{1,1} \) and \( t_{2,0} \) partial waves are considered here. The IAM is also able to reproduce, with proper choice of parameters, the broad Higgs-like resonance in the \( (I = 0, J = 0) \) channel. It has been shown [19-123]
that in the \((I = 1, J = 1)\) channel there may exist narrow resonances up to masses of about 2500 GeV. The mass and width of this channel only depend on the combination \((L_2 - 2L_1)\) in this model and on \(v^2\):

\[
m_V^2 = \frac{v^2}{4(L_2 - 2L_1)} \frac{1}{18(4\pi)^2} \quad \text{and} \quad \Gamma_V = \frac{m_V^3}{96\pi v^2}
\]

The \(W_L Z_L \rightarrow W_L Z_L\) process is expected to be dominated by the \((I = 1, J = 1)\) \(\rho\)-like resonance.

\[
W_L Z_L \rightarrow W_L Z_L \rightarrow lljj
\]

As a reference for this model, the process \(W_L Z_L\), with \(Z \rightarrow ll, l = e, \mu\) and \(W \rightarrow jj\) \([19-124]\) is used. PYTHIA 5.7 was modified to generate the \(VLVL\) scattering processes for any values of \(L_1\) and \(L_2\). The simulation was done for two values of \((L_2 - 2L_1) = 0.006\) and \(0.01\), which yield \(\sigma \times \text{BR}\) of 1.5 fb and 2.8 fb, with mass peaks at 1.5 TeV and 1.2 TeV respectively.

The main features of the signal are:

- Two high-\(p_T\) leptons in the region \(|\eta| < 2.5\) with the invariant mass consistent with the mass of \(Z\)-boson.
- Two high-\(p_T\) jets in the central region with the invariant mass consistent with the mass of \(W\)-boson.
- The presence of energetic jets in forward region \((|\eta| > 2)\).

Requiring, at generator level, \(\hat{s} > 1050\) GeV and \(p_T^{\text{hard}} > 100\) GeV, the \(\sigma \times \text{BR}\) of the \(Z+\text{jet}\) production, with leptonic decay of the \(Z\) boson is 0.276 pb. Irreducible background is from continuum \(WZ\) production and the main QCD background is from \(Z+\text{multijet}\) production. Two final-state jets can fake a \(W\) decay if the invariant mass of the jet pair is close to \(m_W\). The \(ll\) background with leptonic decays of the \(W's\) is potentially dangerous because of the large cross-section, but can be efficiently suppressed by a cut on the invariant mass of the leptons from the \(W\) decay, since the two leptons have large transverse momenta and a wide opening angle. Figure 19-107 shows the invariant mass of two leptons from \(W\) decay for several values of the minimum lepton \(p_T\) allowed.

The vector bosons in \(VLVL\) scattering are produced mostly in the central region and are characterised by large values of transverse momenta. These properties are used to suppress the background by selecting high \(p_T\) decay products. Figure 19-108 shows the \(p_T\) distribution of the leptons for the signal and \(Z+\text{jet}\) background (the background was generated here with a minimal \(p_T\) for \(Z\) of 30 GeV). The events are required to have two isolated and identified leptons of same flavour and opposite charge \((e^+e^-\text{ or } \mu^+\mu^-)\) in the region \(|\eta| < 2.5\) with \(p_T > 100\) GeV. The invariant mass of these two leptons was required to lie in the region \(|m_{ll} - m_Z| < 6\) GeV. The total efficiency of this selection criteria was estimated at \(~40\%\) for signal events.

Jets were reconstructed by a cone algorithm with \(\Delta R = 0.2\). Due to a large \(W\) boost, the cones of the jets could overlap. In that case, the reconstructed energy in the overlap region was shared between the jets according to their relative energies. A resolution of 10 GeV in the mass of the reconstructed \(W\) was obtained, consistent with what was found in Section 9.3.1. The events were required to have two jets with \(p_T > 50\) GeV and \(|\eta| < 2\) and the invariant mass of these two jets was \(|m_{jj} - m_W| < 15\) GeV. Both \(Z\) and \(W\) bosons were required to have a transverse momentum larger than 200 GeV.
Forward jet tagging provides a powerful method of further rejecting background. Jets in the forward regions ($2 < |\eta| < 5$) were reconstructed by a cone algorithm with $\Delta R = 0.5$. Events were accepted if jets with $p_T > 30$ GeV and energy larger than 500 GeV were present in each hemisphere. The total tagging efficiency of 0.25 for the signal process and 0.01 for $Z^+\text{jet}$ background was obtained.

The expected number of signal and background events after successively applied cuts and for an integrated luminosity of 100 fb$^{-1}$ are presented in Table 19-57.

**Figure 19-107** Invariant mass of the two leptons from the $t\bar{t}$ background, for the threshold on the leptons transverse momenta $p_T = 20, 60$ and 100 GeV.

**Figure 19-108** Transverse momentum distribution for leptons from signal (solid line) and from the $Z^+\text{jet}$ background (dashed). The histograms are normalised to a same number of events.

The mass spectra for $WZ$ candidates after all cuts show a clear peak with width 75 GeV for the 1.2 TeV resonance and 100 GeV for the 1.5 TeV resonance (Figure 19-109). The expected number of events in the window $|m_{WZ} - m_V| < 2\sigma$, for an integrated luminosity of 100 fb$^{-1}$, is 8 for $m_V = 1.5$ TeV and 14 for $m_V = 1.2$ TeV, with respectively 1.3 and 3 events from $Z^+\text{jet}$ background. The contribution from the irreducible continuum $WZ$ background is negligible, below 0.05 events inside the mass window. It can therefore be concluded that such a narrow resonance process is detectable after a few years of high luminosity data taking.

<table>
<thead>
<tr>
<th>Number of events</th>
<th>$M_p = 1.2$ TeV</th>
<th>$M_p = 1.5$ TeV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$W_LZ_L$</td>
<td>$Z^+\text{jet}$</td>
</tr>
<tr>
<td>Central jets cut</td>
<td>284</td>
<td>2187</td>
</tr>
<tr>
<td>$m_{jj} = m_W \pm 15$ GeV</td>
<td>101</td>
<td>154</td>
</tr>
<tr>
<td>Leptonic cuts</td>
<td>70</td>
<td>84</td>
</tr>
<tr>
<td>Forward jet tagging</td>
<td>14</td>
<td>3</td>
</tr>
</tbody>
</table>

The mass spectra for $WZ$ candidates after all cuts show a clear peak with width 75 GeV for the 1.2 TeV resonance and 100 GeV for the 1.5 TeV resonance (Figure 19-109). The expected number of events in the window $|m_{WZ} - m_V| < 2\sigma$, for an integrated luminosity of 100 fb$^{-1}$, is 8 for $m_V = 1.5$ TeV and 14 for $m_V = 1.2$ TeV, with respectively 1.3 and 3 events from $Z^+\text{jet}$ background. The contribution from the irreducible continuum $WZ$ background is negligible, below 0.05 events inside the mass window. It can therefore be concluded that such a narrow resonance process is detectable after a few years of high luminosity data taking.
The process of $W_LZ_L$ production can also be well measured in its purely leptonic final states, without jet tagging if the production by $q\bar{q}$ fusion dominates [19-14]. It is discussed in Section 21.2.1.1 in the framework of a multiscale technicolor model.

![Figure 19-109](image_url) Reconstructed mass distribution for the WZ system for a 1.2 TeV and a 1.5 TeV resonance for an integrated luminosity of 300 fb$^{-1}$.

### 19.4.2.1 Non-resonant high mass gauge boson pairs

As a complement to measurements of resonances in $V_LV_L$ scattering, or in the absence thereof, the measurement of cross-sections at high mass for nonresonant channels will be a challenging task. It will be essential to understand very well the magnitude and energy dependence of backgrounds. Here, the observability of like-sign $W_L W_L$ production, followed by leptonic decay ($\mu$ or $e$) of the $W$s is discussed. This process has been considered in the literature as a potentially sensitive probe because of low background levels [19-125][19-126][19-127]. This channel can be particularly important since it has been shown that a complementary relationship between resonant WZ and nonresonant $W_L W_L$ exists [19-127].
As processes for the high mass $W_L W_L$ signal, the following are considered [19-128]:

- A t-channel exchange of a Higgs with $m_H = 1$ TeV, ($W_L W_L$ only), simulated with PYTHIA:
  $\sigma \times \text{BR} = 1.33$ fb.

- A model with a K-matrix unitarised amplitude [19-127][19-129], $a_{ij}^K = Re(a_{ij})/\sqrt{1-Re(a_{ij})}$, with
  $\sigma \times \text{BR} = 1.12$ fb.

- The Chiral Lagrangian Model of Section 19.4.2, with the same parameters
  $L_1 = 0$ and $L_2 = 0.006$ or $0.01$: $\sigma \times \text{BR} = 0.484$ fb and $0.379$ fb respectively.

Backgrounds from continuum $WW$ bremsstrahlung of $O(\alpha^2)$ in amplitude produce mostly transverse $W$'s. Other backgrounds include processes involving non-Higgs exchange, as well as QCD processes of order $\alpha_s$ in amplitude, with gluon exchange and $W$ bremsstrahlung from interacting quarks. The effects of $Wt\bar{t}$ and $WZ$ backgrounds is also considered. The signal is generated with PYTHIA 6.2 [19-112], and backgrounds have been incorporated into PYTHIA using a generator code, obtained from [19-115], which takes into account all diagrams. The contributions from electroweak processes not involving the Higgs are estimated by assuming a low-mass Higgs ($m_H = 100$ GeV).

The analysis was performed using fast simulation. First, leptonic cuts were applied:

- Two positively charged isolated leptons in the central region ($p_T > 40$ GeV and $|\eta| < 1.75$).
- The opening angle between the two leptons, in the transverse plane must satisfy
  $\cos \Delta \phi < -0.5$. This cut selects preferentially events with longitudinal $W$'s which have high $p_T$.
- The invariant mass of the two leptons $m_{ll} > 100$ GeV.

At the jet level, backgrounds can be reduced by requiring that:

- No jet ($p_T > 50$ GeV) be present in the central region ($|\eta| < 2$). This reduces significantly background from the $Wt\bar{t}$ process.
- Two of the jets must fall in the forward and backward regions: $\eta > 2$ and $\eta < -2$.
- A lower $p_T$ is required from the forward jets: $p_T < 150$ GeV for the first and $p_T < 90$ GeV for the second.

The expected number of signal and background events is shown in Table 19-58, assuming an integrated luminosity of 300 fb$^{-1}$. Figure 19-110 displays the expected mass distribution of the $ll\nu\nu$ system (accounting only for transverse missing momentum). The major remaining background, especially at low values of $m_{ll\nu\nu}$ is from continuum transverse $W$'s. Potentially large systematic uncertainties asso-

![Figure 19-110](image-url) Distribution of invariant mass of the two leptons with $E_T^{miss}$ in the $W_L W_L \rightarrow ll\nu\nu$ process expected for an integrated luminosity of 300 fb$^{-1}$. The scenarios are: K-matrix unitarisation (solid line) and $1$ TeV Higgs (dotted histogram), shown on top of the backgrounds. The backgrounds are (from darkest to lightest): $WZ$, gluon exchange diagrams, and $Wt\bar{t}$ from electroweak bremsstrahlung.
associated with the evaluated cross-section of this background, or of the cut efficiencies, can be estimated by analysing various distributions under different cut conditions.

The K-matrix scenario gives the highest signal, observable after a few years of high luminosity running, whereas a very low signal would be seen if the ρ resonance itself is clearly observable (Chiral Lagrangian Model, with L2 = 0.006 or 0.01 and L1 = 0, see Section 19.4.2).

Table 19-58 The expected number of events for the $W_L W_L$ signal and backgrounds after respective selection criteria and for an integrated luminosity of 300 fb$^{-1}$.

<table>
<thead>
<tr>
<th></th>
<th>Leptonic cuts</th>
<th>Jet + leptonic cuts</th>
<th>$m_{ll\nu\nu} &gt; 400$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Higgs $m_H = 1$ TeV</strong></td>
<td>116</td>
<td>42.6</td>
<td>21.0</td>
</tr>
<tr>
<td>K-matrix</td>
<td>129</td>
<td>50.3</td>
<td>34.8</td>
</tr>
<tr>
<td>Chiral Lagrangian, L2 = 0.006</td>
<td>45</td>
<td>17.1</td>
<td>8.2</td>
</tr>
<tr>
<td>Chiral Lagrangian, L2 = 0.01</td>
<td>33.8</td>
<td>11.8</td>
<td>5.1</td>
</tr>
<tr>
<td>$W_L W_L$</td>
<td>648</td>
<td>76</td>
<td>14.5</td>
</tr>
<tr>
<td>Gluon exchange</td>
<td>127</td>
<td>1.35</td>
<td>0.54</td>
</tr>
<tr>
<td>$W_t$</td>
<td>281</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$W_Z$</td>
<td>555</td>
<td>1.2</td>
<td>0.3</td>
</tr>
</tbody>
</table>

19.5 Conclusions on the Higgs sector

The detailed studies described in this Chapter have demonstrated that the ATLAS detector has a large potential in the investigation of one of the key physics question at LHC, the origin of electroweak symmetry-breaking.

If a SM Higgs boson exists, discovery over the full mass range, from the LEP200 lower limit to the TeV scale will be possible after a few years of running at low luminosity.

- The most important channels in the intermediate mass region, $m_H < 2m_Z$, for which a mass peak would be reconstructed, are the four-lepton channel, $H \rightarrow ZZ^* \rightarrow 4l$, the direct two-photon channel, $H \rightarrow \gamma \gamma$, as well as the associated production channels, where the Higgs boson is produced in association with a vector boson or a $t\bar{t}$ pair. In these channels, both the $\gamma \gamma$ and $b\bar{b}$ decay modes can be discovered at the LHC. For Higgs-boson masses around 170 GeV, for which the $ZZ^*$ branching ratio is suppressed, the discovery potential can be enhanced by searching for the $H \rightarrow WW^* \rightarrow 4l\nu\nu$ decay. In this case, the Higgs-boson signal would only be observed as an excess of events.

- For $m_H > 2m_Z$ the dominant discovery channel is the four-lepton channel.

- In the mass range between 600 GeV and about 1 TeV, a Higgs boson would be discovered with the $WW \rightarrow 4\nu jj$ mode. The sensitivity in this channel can also be extended down to lower masses, where it provides independent and complementary information to the four-lepton channel. For $400 < m_H < 900$ GeV the $H \rightarrow WW \rightarrow 4\nu jj$ channel is complemented by the $H \rightarrow ZZ \rightarrow 4\nu jj$ and $H \rightarrow ZZ \rightarrow l\nu l\nu$ channels, which would provide additional robustness to a Higgs boson discovery in this mass range.
Over a large fraction of the mass range the discovery of a SM Higgs boson will be possible in two or more independent channels. It has also been shown that, if discovered, important Higgs-boson parameters like the mass and the width can be measured. Together with measurements of the production rates and some couplings and branching ratios they will provide useful constraints on the Higgs couplings to fermions and bosons which in turn can be used to test the Standard Model predictions and to determine the nature of the resonance.

The ATLAS experiment has also a large potential in the investigation of the MSSM Higgs sector. If the SUSY mass scale is large and supersymmetric particles do not appear in the Higgs decay products, the full parameter space in the conventional $(m_A, \tan \beta)$ plane can be covered assuming an integrated luminosity of about $100 \text{ fb}^{-1}$.

- The interest was focused on the discovery potential of various decay modes accessible in the case of the SM Higgs boson: $h \to \gamma \gamma$, $h \to b \bar{b}$, $H \to ZZ \to 4l$, and of modes strongly enhanced at large $\tan \beta$: $H/A \to \tau \tau$, $H/A \to \mu \mu$. Much attention was given to other potentially interesting channels such as: $H/A \to t \bar{t}$, $A \to Z h$, $H \to h h$, $H^{\pm} \to t \bar{b}$.

- The overall discovery potential in the $(m_A, \tan \beta)$ plane relies heavily on the $H/A \to \tau \tau$ channel, on the $t \bar{t} h$ with $h \to b \bar{b}$ and on the direct and associated $h \to \gamma \gamma$ channels.

- Over a large fraction of this parameter space more than one Higgs boson and/or more than one decay mode would be accessible.

- For almost all cases, the experiment would be able to distinguish between the SM and the MSSM models.

This complete coverage can also be reached independent on the mixing scenario in the stop-bottom sector. The evidence for Higgs-boson signals would not constitute a direct proof of the existence of supersymmetry, unless supersymmetric particles are discovered themselves.

The interplay between SUSY particles and the Higgs sector has also been addressed. SUSY scenarios have an impact on the discovery potential through the opening of Higgs-boson decays to SUSY particles (mostly for $H$ and $A$) and through the presence of SUSY particles in loops (mostly for production via gg fusion and for $h \to \gamma \gamma$ decays). Scenarios in which SUSY particles are light and appear as Higgs decay products have been studied in the framework of SUGRA models. The discovery potential of the lightest neutral Higgs $h$ in the SM production processes would not be significantly different from what is obtained in the heavy SUSY scenario, since within the model, given present experimental constraints, the decay of $h$ to the lightest SUSY particles is kinematically forbidden. Moreover, over a large fraction of the SUGRA parameter space, the $h$-boson would appear at the end of the decay cascade of SUSY particles in the channel $\tilde{\chi}_2^0 \to \tilde{\chi}_1^0 h$ which will be observable with the ATLAS detector. The neutral heavy Higgs bosons would be detected in some cases via their decays into neutralinos and charginos, using multi-lepton final states.

In the absence of a scalar Higgs boson, the principal probe for the mechanism of electroweak symmetry breaking will be gauge boson scattering at high energies. It has been shown that ATLAS will be sensitive to the presence of resonances, such as in the $WZ$ system, up to masses around $1.5 \text{ TeV}$. Nonresonant processes, such as in the $W^+W^+$ production, will require a few years of high luminosity running and a good understanding of the underlying backgrounds.

Many scenarios discussed in this chapter have served as benchmark processes for optimising the detector design and performance. This includes the MSSM model, which should be considered as one theoretical model among many others, but one which provides a variety of signatures to test and to optimise the detector performance. The important detector requirements in
the investigation of electroweak symmetry breaking include electromagnetic calorimetry, jet-jet mass resolution in the reconstruction of multijet final states, good measurement of missing transverse energy, $b$-tagging, good electron, muon, tau and photon identification as well as forward jet tagging. The ATLAS detector in its final layout and optimisation is well matched to achieve the necessary requirements. It is also expected that the present design provides a firm basis for exploring areas of new and unexpected physics.
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20 Supersymmetry

20.1 Introduction

Supersymmetry – or SUSY – is one of the best motivated extensions of the Standard Model, so the study of SUSY is a primary goal of the LHC. If SUSY exists at the weak scale, $M \sim 1$ TeV, then discovering evidence for SUSY particles at the LHC seems to be straightforward. Therefore, ATLAS has concentrated on the problems of making precision measurements of SUSY masses (or combinations thereof) and of using these to infer properties of the underlying SUSY model.

While the Standard Model has been tested to an accuracy of order 0.1% [20-1], the Higgs sector responsible for generating the masses of the $W$ and $Z$ bosons and of the quarks and leptons has not been tested yet. The Higgs boson is the only scalar field in the Standard Model. Scalar fields are special in that loop corrections to their squared masses are quadratically divergent: they are proportional to the cutoff $\Lambda^2$, while all other divergences are proportional only to $\log \Lambda^2$. Some new mass scale beyond the Standard Model must exist, if only the reduced Planck scale $M_P = (8\pi G_{\text{Newton}})^{-1/2} = 2.4 \times 10^{18}$ GeV associated with gravity, and the loop corrections to the Higgs mass are naturally of order this scale. This is known as the hierarchy problem [20-2]. The only known solutions – other than accepting an incredible fine tuning – are to embed the Higgs bosons in a supersymmetric theory or to replace the elementary Higgs boson with a dynamical condensate as in technicolor models.

SUSY [20-3, 20-4] is the maximal possible extension of the Lorentz group. It has fermionic generators $Q, \bar{Q}$ which satisfy

$$\{Q, \bar{Q}\} = -2\gamma_\mu P^\mu$$

$$[Q, P^\mu] = \{Q, Q\} = \{\bar{Q}, \bar{Q}\} = 0$$

where $P^\mu$ is the momentum operator and $\gamma_\mu$ are the Dirac matrices. SUSY therefore relates particles with the same mass and other quantum numbers differing by $\pm 1/2$ unit of spin,

$$Q|\text{boson}\rangle = |\text{fermion}\rangle, \quad Q|\text{fermion}\rangle = |\text{boson}\rangle.$$

In the Minimal Supersymmetric extension of the Standard Model (MSSM) each chiral fermion $f_{L,R}$ has a scalar sfermion partner $\tilde{f}_{L,R}$, and each massless gauge boson $A_\mu$ with two helicity states $\pm 1$ has a massless spin-$1/2$ gaugino partner with helicities $\pm 1/2$. There must also be two complex Higgs doublets and their associated Higgsinos to avoid triangle anomalies. The complete list of particles is shown in Tables 20-1 and 20-2. The interactions of SUSY particles are basically obtained from the Standard Model ones by replacing any two lines in a vertex by their SUSY partners; for example, the gluon-quark-quark and gluino-quark-squark couplings are the same. See [20-4] for the construction of the complete Lagrangian.

SUSY provides a solution to the hierarchy problem because it implies an equal number of bosons and fermions, which give opposite signs in loops and so cancel the quadratic divergences. This cancellation works to all orders: since the masses of fermions are only logarithmic divergent, this must also be true for boson masses in a supersymmetric theory. When SUSY is broken,
the corrections to the Higgs and other scalar masses become proportional to the SUSY mass scale rather than the Planck scale. If the Higgs is to be light without unnatural fine tuning, then the SUSY particles should have masses below about 1 TeV [20-5].

The particle content of the Standard Model is elegantly explained by Grand Unified Theories (GUT’s), in which the \( SU(3), SU(2), \) and \( U(1) \) gauge interactions all unify in a simple group such as \( SU(5) \). This requires that their respective coupling constants all meet when evolved under the Renormalisation Group Equations (RGE’s) to some high mass scale. The precision data at the \( Z \) mass collected at LEP and SLC are inconsistent with GUT’s using the Standard Model RGE’s but are consistent using the SUSY ones provided that the SUSY mass scale is in the 1 TeV range [20-1]. SUSY particles in this mass range are consistent with present direct [20-6, 20-7] and indirect [20-8] limits and with the constraints of fine tuning, and they would be readily observable at the LHC.

SUSY must of course be broken, since superparticles have not been observed: there is certainly no spin-0 selectron degenerate with the electron. Gauge invariance forbids mass terms in the Lagrangian for all Standard Model particles; masses can be introduced only by spontaneous symmetry breaking using the Higgs mechanism. In contrast, mass terms are allowed for all the SUSY particles. Thus, it is possible to parameterise SUSY breaking by introducing by hand SUSY-breaking mass terms for the squarks, sleptons, Higgsinos, and gauginos, all presumably at the TeV scale. Additional soft terms (bilinear \( B \) terms and trilinear \( A \) terms with dimension \( d < 4 \)) consistent with gauge invariance can also be added without reintroducing quadratic divergences. Finally, a Higgsino mass term \( \mu \) must be included; this must be of the same order as the SUSY breaking terms even though it is SUSY conserving.

<table>
<thead>
<tr>
<th>Name</th>
<th>( SU(3) \times SU(2) \times U(1) )</th>
<th>Spin 0</th>
<th>Spin 1/2</th>
<th>Spin 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>squarks, quarks</td>
<td>( \tilde{Q} = (\tilde{u}_L, \tilde{d}_L) )</td>
<td>( Q = (u_L, d_L) )</td>
<td>(3, 2, 1/6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \tilde{u}_R )</td>
<td>( \tilde{u}_R )</td>
<td>(3, 1, -2/3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \tilde{d}_R )</td>
<td>( \tilde{d}_R )</td>
<td>(3, 1, 1/3)</td>
<td></td>
</tr>
<tr>
<td>sleptons, leptons</td>
<td>( \tilde{L} = (\tilde{\nu}, \tilde{e}_L) )</td>
<td>( L = (\nu, e_L) )</td>
<td>(1, 2, -1/2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \tilde{e}_R )</td>
<td>( \tilde{e}_R )</td>
<td>(1, 1)</td>
<td></td>
</tr>
<tr>
<td>Higgs, Higgsinos</td>
<td>( H_u = (H^+_u, H_u^0) )</td>
<td>( \tilde{H}_u = (\tilde{H}^+_u, \tilde{H}_u^0) )</td>
<td>(1, 2, 1/2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( H_d = (H^+_d, H_d^0) )</td>
<td>( \tilde{H}_d = (\tilde{H}^+_d, \tilde{H}_d^0) )</td>
<td>(1, 2, -1/2)</td>
<td></td>
</tr>
</tbody>
</table>

The corrections to the Higgs and other scalar masses become proportional to the SUSY mass scale rather than the Planck scale. If the Higgs is to be light without unnatural fine tuning, then the SUSY particles should have masses below about 1 TeV [20-5].
The requirements of gauge invariance and renormalisability are sufficient to guarantee that the Standard Model Lagrangian conserves baryon and lepton number. In supersymmetric theories it is possible to violate both, potentially leading to disastrous weak-scale proton decay. The unwanted terms can be eliminated by imposing invariance under $R$-parity,

$$R = (-1)^{3(B-L) + 2S},$$

where $B$, $L$, and $S$ are the baryon number, lepton number, and spin. Hence $R = +1$ for all Standard Model particles and $R = -1$ for all SUSY particles. This has the consequence that SUSY particles must be produced in pairs and that the lightest SUSY particle (LSP) is absolutely stable. $R$-parity conservation holds automatically in many GUT models under rather general assumptions [20-9]. Weak-scale proton decay can also be avoided by imposing either baryon or lepton number conservation.

The Minimal Supersymmetric Standard Model (MSSM) is the supersymmetric extension of the Standard Model with the minimal particle content as listed in Tables 20-1 and 20-2 and $R$-parity conservation. The cancellation of quadratic divergences for scalar masses only requires supersymmetry for the terms with mass dimension four. In the MSSM, SUSY is broken ‘by hand’ by adding to the Lagrangian all possible soft terms consistent with gauge invariance [20-4]. This includes mass terms for all the superpartners and trilinear $A$ terms:

$$L_{\text{soft}} = -m_{H_u}^2 |H_u|^2 - m_{H_d}^2 |H_d|^2 + \mu B \epsilon_{ij} (H^*_i H^*_j + h.c.)$$

$$-\frac{1}{2} M_i \tilde{B} \tilde{B} - \frac{1}{2} M_Z \tilde{W} \tilde{W} - \frac{1}{2} M_\tilde{g} \tilde{g} \tilde{g}$$

$$-M_Z^2 \left( \tilde{u}_L^* \tilde{u}_L + \tilde{d}_L^* \tilde{d}_L \right) - M_{\tilde{t}}^2 \tilde{u}_R^* \tilde{u}_R - M_{\tilde{d}}^2 \tilde{d}_R^* \tilde{d}_R$$

$$-M_{\tilde{Q}}^2 \left( \tilde{l}_L^* \tilde{l}_L + \tilde{\nu}_L^* \tilde{\nu}_L \right) - M_{\tilde{L}}^2 \tilde{l}_R^* \tilde{l}_R$$

$$-\epsilon_{ij} (\lambda_u A_u H^*_u \tilde{Q}^* \tilde{u}_R + \lambda_d A_d H^*_d \tilde{Q}^* \tilde{d}_R + \lambda_l A_l H^*_l \tilde{Q}^* \tilde{l}_R)$$

where $Q$, $L$, $H_u$, and $H_d$ denote $SU(2)$ weak doublets as in Table 20-1 and a summation over generations is implied. All the parameters are in general matrices in flavour space and complex; there are a total of 105 new parameters [20-10] in addition to the Standard Model ones. One of these is the SUSY-conserving Higgsino mass $\mu$, which must be of the same order as the SUSY breaking masses. Electroweak symmetry cannot be broken by hand in a similar way, since this would destroy gauge invariance. Instead, it is broken by the Higgs mechanism, giving rise to masses for the quarks, leptons, $W$ and $Z$ bosons. Supersymmetry requires two Higgs doublets and relates the Higgs self-coupling to gauge couplings:

$$V_{\text{Higgs}} = (m_{H_u}^2 + \mu^2) |H_u|^2 + (m_{H_d}^2 + \mu^2) |H_d|^2 - B \mu (\epsilon_{ij} H^*_i H^*_j + h.c.) + \frac{1}{8} (g^2 + g'^2) (|H_u|^2 - |H_d|^2)^2 + \frac{1}{2} (g^2 + g'^2) |H_u^* H_d^*|^2$$

It will be seen in Section 20.2 that the large top Yukawa coupling $\lambda_t$ can naturally drive the Higgs squared mass negative, breaking electroweak symmetry.

Once SUSY and electroweak symmetry are broken, particles with the same quantum numbers will in general mix. The gauginos and Higgsinos mix to form two spin-1/2 ‘charginos’ $\tilde{\chi}_i^\pm$ with the mass matrix in the $(W^+, \tilde{H}^+)$ basis.
and four spin-1/2 ‘neutralinos’ $\tilde{\chi}_i^0$ with the mass matrix in the $(B, W, H_d, H_u)$ basis

$$M_{\chi^0} = \begin{bmatrix}
  m_1 & 0 & -M_Z \cos \beta \sin \theta_W & M_2 \sin \beta \sin \theta_W \\
  0 & m_2 & M_2 \cos \beta \cos \theta_W & -M_Z \sin \beta \cos \theta_W \\
  -M_Z \cos \beta \sin \theta_W & M_2 \cos \beta \cos \theta_W & 0 & -\mu \\
  M_2 \sin \beta \sin \theta_W & -M_Z \sin \beta \cos \theta_W & -\mu & 0
\end{bmatrix}. \quad 20-2$$

In many models

$$\frac{M_1}{\alpha_1} = \frac{M_2}{\alpha_2} = \frac{M_3}{\alpha_3}$$

and $\mu$ is of order $M_\tilde{g}$, so that the two lighter neutralinos and the lighter chargino are dominantly gaugino, while the heavier states are dominantly Higgsino and weakly coupled to the first two generations.

While the chiral fermions $f_L$ and $f_R$ must have the same mass by Lorentz invariance, their superpartners $\tilde{f}_L$ and $\tilde{f}_R$ are scalars with separate masses. Their squared-mass matrix also gets off-diagonal contributions proportional to the fermion mass, e.g.

$$M_{f_i}^2 = \begin{bmatrix}
  M_1^2 + m_f^2 + \frac{1}{6}(4M_W^2 - M_Z^2) \cos 2\beta & -m_f (A_f - \mu \cot \beta) \\
  -m_f (A_f - \mu \cot \beta) & M_{t_R}^2 + m_f^2 - \frac{2}{3} (M_W^2 - M_Z^2) \cos 2\beta
\end{bmatrix}. \quad 20-3$$

The resulting left-right mixing is mainly important for the third generation; the eigenstates are called $\tilde{t}_{1,2}$, $\tilde{b}_{1,2}$, and $\tilde{\tau}_{1,2}$. There can also be mixings among generations of sfermions – including new sources of CP violation. For simplicity all flavour mixing and L-R mixing for the first two generations and all CP-violating phases will be ignored here.

Clearly it is not possible to explore the complete parameter space of the MSSM; in the absence of experimental help some theoretical prejudice must be imposed. Presumably supersymmetry should be broken spontaneously rather than by hand and should be unified with gravity. It does not seem possible to construct a phenomenologically acceptable model with spontaneous supersymmetry breaking using only the MSSM fields. Instead, it is necessary to introduce a hidden sector to break SUSY and then to communicate the breaking to the MSSM sector using some messenger interaction that couples to both. In supergravity (SUGRA) models gravity is the sole messenger [20-11]. Then the MSSM masses are scaled by the Planck scale,

$$M_{\text{MSSM}} \sim \frac{F}{M_P},$$

so the SUSY breaking scale in the hidden sector must be roughly $F \sim (10^{11} \text{ GeV})^2$. In the minimal SUGRA model, it is assumed that all squarks, sleptons, and Higgs bosons have a common mass $m_0$ and that all gauginos have a common mass $m_{1/2}$ at the GUT scale. These masses are split when they are run down to the weak scale with the RGE’s [20-12]. The squarks and gluinos
are relatively heavy but nevertheless dominate the SUSY production cross section at LHC energies because of their strong couplings. They typically decay via several steps into the lightest SUSY particle (LSP) $\tilde{\chi}_1^0$, which is stable. Since the LSP is neutral and weakly interacting, it escapes the detector, giving the characteristic SUSY signature of missing transverse energy $E_T^{miss}$. Signatures for SUGRA models are discussed in Section 20.2.

It is also possible that the SUSY breaking scale in the hidden sector is $F_m \approx (10^{11} \text{ GeV})^2$ and that the MSSM particles get masses through $SU(3) \times SU(2) \times U(1)$ gauge interactions at a messenger scale $M_m \approx M_p$. This is known as Gauge Mediated Supersymmetry Breaking (GMSB) [20-13]. Since the gravitino $\tilde{G}$ gets its mass only through gravitational interactions, it is much lighter than all the MSSM particles, which eventually decay into it. In the minimal GMSB model the MSSM masses are proportional to $\Lambda = F_m/M_m$, the gaugino masses are proportional to the number of messenger fields $N_5$, while the scalar masses are proportional to $\sqrt{N_5}$. The phenomenology is determined by whether the next lightest SUSY particle (NLSP) is a $\tilde{\chi}_1^0$ or a $\tilde{\tau}_1$ and by whether the NLSP decay $\tilde{\chi}_1^0 \rightarrow G\gamma$ or $\tilde{\tau}_1 \rightarrow G\tau$ occurs promptly or outside the detector. Signatures for the long-lived $\tilde{\chi}_1^0$ case are qualitatively similar to those for SUGRA, but the other three cases are quite different. Signatures for the minimal GMSB model are discussed in Section 20.3.

Finally, $R$ parity may be broken, although there are strong constraints on many of the $R$-violating couplings [20-14]. If the $R$-violating couplings are small, then the main effect is to allow the LSP to decay, violating either baryon number, e.g. $\tilde{\chi}_1^0 \rightarrow qqq$, or lepton number, e.g. $\tilde{\chi}_1^0 \rightarrow l\bar{l} \nu$, but of course not both baryon and lepton number, since that would give rapid proton decay. Signatures for $R$-parity violation are discussed in Section 20.4.

Even if the general MSSM is correct, none of these models is likely to be the whole truth, but they do provide self-consistent frameworks in which to test the ability of the ATLAS detector to study supersymmetry at the LHC. In this chapter detailed studies are reported for several particular choices of the parameters in the minimal SUGRA, minimal GMSB, and $R$-parity violating scenarios. Discovery of signals for any of these at the LHC is straightforward. The main problem is not to distinguish SUSY from the Standard Model but to separate the many SUSY processes that occur. Hence, the emphasis here is on partial reconstruction of particular modes, measurement of combinations of masses from kinematic endpoints of the corresponding distributions, and global fits to these to determine the parameters of the underlying model. This approach is quite effective, but it utilises only part of the information that will be available at the LHC if SUSY in fact exists at the weak scale.

Since the main background for SUSY is SUSY itself, it is essential to generate the whole SUSY cross section, not just specific channels of interest. Typically, samples of $10^3$ or more events have been generated for each point studied here using either ISAJET [20-15] or PYTHIA [20-16]. Large samples of Standard Model events are also needed to assess potential backgrounds. Such large event samples necessitate using a fast detector simulation rather than a detailed, GEANT-based one. Most of the results given here are based on ATLAST [20-17] or comparable particle-level detector simulations. These correctly describe the gross resolution and acceptance of ATLAS but not the effects of resolution tails, cracks, etc. The backgrounds for SUSY signatures after reasonable cuts appear however to be dominated by real physics events and not by such detector effects.
20.2 Supergravity models

The minimal supergravity (SUGRA) model [20-11] assumes that at the GUT scale all scalars (squarks, sleptons, and Higgs bosons) have a common mass $m_0$, all gauginos and Higgsinos have a common mass $m_{1/2}$, and all the trilinear Higgs-sfermion-sfermion couplings have a common value $A_0$. Such common masses are suggested by the fact that gravity is universal but are sometimes not found in models with realistic GUT-scale dynamics. The remaining parameters at the GUT scale are the bilinear SUSY breaking term $B$ and the SUSY conserving Higgs mass $\mu$. The 26 renormalisation group equations (RGE’s) [20-12] are then solved iteratively between the weak and GUT scale. On each iteration the SUSY masses are calculated and used to determine the thresholds at which the masses and other parameters are frozen. Because of the specific form of the RGE’s, the squared mass of the Higgs field is driven negative by the large top Yukawa coupling, causing electroweak symmetry breaking but leaving unbroken the col-
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**Figure 20-1** Contours showing gluino and squark masses in the $m_0$, $m_{1/2}$ plane for $A_0 = 0$ and representative values of $\tan \beta$ in the minimal SUGRA model. The bricked regions at small $m_0$ are excluded by the requirement that $\tilde{\chi}^0_1$ be the LSP. The bricked regions at large $m_0$ and $\tan \beta$ are excluded in ISAJET 7.22 by having no electroweak symmetry breaking; this is quite model dependent. The cross-hatched regions were excluded by experiment at the time of Ref. [20-18]. The dots represent the five minimal SUGRA points selected by the LHCC for detailed study by ATLAS and CMS.
our and electromagnetic interactions. Then $\beta$ and $\mu^2$ can be eliminated in favour of $M_Z$ and the ratio $\tan\beta = v_u/v_d$ of Higgs vacuum expectation values. The parameters of this minimal model are therefore

$$m_0, \quad m_{1/2}, \quad A_0, \quad \tan\beta, \quad \text{sgn}\mu = \pm 1.$$  \hspace{1cm} 20-4

The masses and mixings of all the SUSY and Higgs particles and hence also all their decays are determined in terms of these parameters. Some representative masses are shown in Figures 20-1 and 20-2. The shaded regions in the figures are excluded by theory or experiment. The dots represent the five minimal SUGRA points selected by the LHC Committee (LHCC) in 1996 for detailed study by the ATLAS and CMS Collaborations.

The parameters of the five LHCC points are listed in Table 20-3; the particle masses are listed in Table 20-4. The total SUSY cross-section ranges between a few picobarn for Points 1 and 2, with a SUSY mass scale of 1 TeV, to about one nanobarn for Point 3, with a mass scale of 300 GeV. Point 3 is the ‘comparison point’, selected so that other existing or proposed accelerators could find something. This point is already ruled out: LEP would have discovered the light Higgs with a mass of 68 GeV. Points 1 and 5 have light Higgs masses which are excluded by the pre-

**Figure 20-2**  Contours showing wino and slepton masses in the $m_0, m_{1/2}$ plane for $A_0 = 0$ and representative values of $\tan\beta$ in the minimal SUGRA model. See Figure 20-1.
Supersymmetry

...liminary limits of the LEP experiments [20-19]. In all three cases the Higgs mass can be increased by increasing tan β to about three. For Point 3 it might also be necessary to increase $m_0$ and $m_{1/2}$, since the charginos are in a mass region which can be explored by the next LEP run. As an example, the minimal SUGRA point

$$m_0 = 250 \text{ GeV} \quad m_{1/2} = 125 \text{ GeV} \quad A_0 = 0 \quad \tan \beta = 5 \quad \mu < 0$$

has a superparticle spectrum generally similar to Point 3 but a light Higgs mass of 98.6 GeV. The gluino mass is 350 GeV, and it has a high probability to decay via $\tilde{g} \rightarrow \tilde{b} \tilde{b}$; the branching ratio is smaller but still large enough to be observable. Thus Point 3 remains useful even though it is ruled out by the Higgs search.

Points 1 and 2 both have gluino and squark masses near 1 TeV, about the upper limit expected from fine tuning arguments. Point 4 was chosen to be near the boundary for electroweak symmetry breaking, implying that $\mu$ is small so that there is quite strong mixing between gauginos and Higgsinos in Equations 20-1 and 20-2. This boundary turns out to be quite sensitive to the details of how electroweak symmetry breaking is implemented, so the properties of this point are quite model dependent. Point 5 was motivated by cosmology. There is strong evidence for non-baryonic cold dark matter in the universe [20-20], and the LSP is a good candidate for this cold dark matter. Point 5 gives a density of cold dark matter consistent with the universe having the critical density. The small value of $m_0$ produces light sleptons and so increases the annihilation cross section for $\chi^0_1$, reducing the cold dark matter to be consistent with the critical density, $\Omega = 1$. (One weakness of the GMSB and $R$-parity violating models considered in Section 20.3 and Section 20.4 is that they do not provide cold dark matter. Conversely, a very weak decay of the LSP via either gravitinos or $R$-parity violating interactions would remove the cold dark matter constraints on SUGRA models.) Point 6 was added later as an example with large $\tan \beta$. This point was selected so that the only two-body gaugino decays are $\tilde{\chi}^0_2 \rightarrow \tilde{\tau}_1 \bar{\tau}_1$ and $\tilde{\chi}^+_1 \rightarrow \tilde{\tau}_1 \nu$; these decays therefore dominate and give signatures involving $\tau$’s instead of the previous signatures. Point 6 is discussed separately in Section 20.2.8.

### 20.2.1 Inclusive SUGRA measurements

The first step in searching for SUSY at the LHC is to look for a deviation from the Standard Model. SUSY events are dominated by the production of gluinos and squarks, which decay through one or more steps to the LSP $\tilde{\chi}^0_1$, which escapes detection. Thus SUSY events are characterised by multiple jets, leptons, and missing transverse energy $E_T^{miss}$. Since the gluino is a

<table>
<thead>
<tr>
<th>Point</th>
<th>$m_0$ (GeV)</th>
<th>$m_{1/2}$ (GeV)</th>
<th>$A_0$ (GeV)</th>
<th>$\tan \beta$</th>
<th>$\text{sgn} \mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>400</td>
<td>400</td>
<td>0</td>
<td>2</td>
<td>+</td>
</tr>
<tr>
<td>2</td>
<td>400</td>
<td>400</td>
<td>0</td>
<td>10</td>
<td>+</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>100</td>
<td>0</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>800</td>
<td>200</td>
<td>0</td>
<td>10</td>
<td>+</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>300</td>
<td>300</td>
<td>2.1</td>
<td>+</td>
</tr>
<tr>
<td>6</td>
<td>200</td>
<td>200</td>
<td>0</td>
<td>45</td>
<td>-</td>
</tr>
</tbody>
</table>
Majorana fermion, it has equal branching ratios into $l^+X$ and $l^-X$, giving rise to isolated like-sign dileptons for which the Standard Model background is small. To estimate the reach for each signature, events were generated for many SUGRA points and for Standard Model processes using ISAJET plus a simplified detector simulation. Events were selected to have [20-18]

Table 20-4  Masses in GeV for the five LHCC SUGRA points and the large $\tan\beta$ SUGRA point listed in Table 20-3. The first and second generation squarks and sleptons are degenerate and so are not listed separately. The SUSY masses for the five LHCC points are from ISAJET 7.22 [20-15]; the Higgs masses are from SPYTHIA 2.08 [20-16] and use the approximate two-loop effective potential. The masses for Point 6 are from ISAJET 7.37 [20-15].

<table>
<thead>
<tr>
<th>Particle</th>
<th>Point 1</th>
<th>Point 2</th>
<th>Point 3</th>
<th>Point 4</th>
<th>Point 5</th>
<th>Point 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{g}$</td>
<td>1004</td>
<td>1009</td>
<td>298</td>
<td>582</td>
<td>767</td>
<td>540</td>
</tr>
<tr>
<td>$\tilde{\chi}_1^\pm$</td>
<td>325</td>
<td>321</td>
<td>96</td>
<td>147</td>
<td>232</td>
<td>152</td>
</tr>
<tr>
<td>$\tilde{\chi}_2^\pm$</td>
<td>764</td>
<td>537</td>
<td>272</td>
<td>315</td>
<td>518</td>
<td>307</td>
</tr>
<tr>
<td>$\tilde{\chi}_1^0$</td>
<td>168</td>
<td>168</td>
<td>45</td>
<td>80</td>
<td>122</td>
<td>81</td>
</tr>
<tr>
<td>$\tilde{\chi}_2^0$</td>
<td>326</td>
<td>321</td>
<td>97</td>
<td>148</td>
<td>233</td>
<td>152</td>
</tr>
<tr>
<td>$\tilde{\chi}_3^0$</td>
<td>750</td>
<td>519</td>
<td>257</td>
<td>290</td>
<td>497</td>
<td>286</td>
</tr>
<tr>
<td>$\tilde{\chi}_4^0$</td>
<td>766</td>
<td>538</td>
<td>273</td>
<td>315</td>
<td>521</td>
<td>304</td>
</tr>
<tr>
<td>$\tilde{u}_L$</td>
<td>957</td>
<td>963</td>
<td>317</td>
<td>918</td>
<td>687</td>
<td>511</td>
</tr>
<tr>
<td>$\tilde{u}_R$</td>
<td>925</td>
<td>933</td>
<td>313</td>
<td>910</td>
<td>664</td>
<td>498</td>
</tr>
<tr>
<td>$\tilde{d}_L$</td>
<td>959</td>
<td>966</td>
<td>323</td>
<td>921</td>
<td>690</td>
<td>517</td>
</tr>
<tr>
<td>$\tilde{d}_R$</td>
<td>921</td>
<td>939</td>
<td>314</td>
<td>910</td>
<td>662</td>
<td>498</td>
</tr>
<tr>
<td>$\tilde{t}_1$</td>
<td>643</td>
<td>710</td>
<td>264</td>
<td>594</td>
<td>489</td>
<td>365</td>
</tr>
<tr>
<td>$\tilde{t}_2$</td>
<td>924</td>
<td>933</td>
<td>329</td>
<td>805</td>
<td>717</td>
<td>517</td>
</tr>
<tr>
<td>$\tilde{b}_1$</td>
<td>854</td>
<td>871</td>
<td>278</td>
<td>774</td>
<td>633</td>
<td>390</td>
</tr>
<tr>
<td>$\tilde{b}_2$</td>
<td>922</td>
<td>930</td>
<td>314</td>
<td>903</td>
<td>663</td>
<td>480</td>
</tr>
<tr>
<td>$\tilde{e}_L$</td>
<td>490</td>
<td>491</td>
<td>216</td>
<td>814</td>
<td>239</td>
<td>250</td>
</tr>
<tr>
<td>$\tilde{e}_R$</td>
<td>430</td>
<td>431</td>
<td>207</td>
<td>805</td>
<td>157</td>
<td>219</td>
</tr>
<tr>
<td>$\tilde{\nu}_e$</td>
<td>486</td>
<td>485</td>
<td>207</td>
<td>810</td>
<td>230</td>
<td>237</td>
</tr>
<tr>
<td>$\tilde{\tau}_1$</td>
<td>430</td>
<td>425</td>
<td>206</td>
<td>797</td>
<td>157</td>
<td>132</td>
</tr>
<tr>
<td>$\tilde{\tau}_2$</td>
<td>490</td>
<td>491</td>
<td>216</td>
<td>811</td>
<td>239</td>
<td>259</td>
</tr>
<tr>
<td>$\tilde{\nu}_\tau$</td>
<td>486</td>
<td>483</td>
<td>207</td>
<td>806</td>
<td>230</td>
<td>218</td>
</tr>
<tr>
<td>$h$</td>
<td>95</td>
<td>116</td>
<td>69</td>
<td>112</td>
<td>93</td>
<td>112</td>
</tr>
<tr>
<td>$H$</td>
<td>1046</td>
<td>737</td>
<td>379</td>
<td>858</td>
<td>638</td>
<td>157</td>
</tr>
<tr>
<td>$A$</td>
<td>1044</td>
<td>737</td>
<td>371</td>
<td>859</td>
<td>634</td>
<td>157</td>
</tr>
<tr>
<td>$H^\pm$</td>
<td>1046</td>
<td>741</td>
<td>378</td>
<td>862</td>
<td>638</td>
<td>182</td>
</tr>
</tbody>
</table>
At least two jets with \( p_T > E_T^{miss} \) and \( E_T^{miss} > E_T^F \), where for each SUGRA point the cut parameter \( E_T^F \geq 100 \text{ GeV} \) was adjusted to maximise \( S/\sqrt{B} \), where \( S \) is the SUSY signal, and \( B \) is the background.

\( S_T > 0.2 \) to reduce the dijet background (where the ‘transverse sphericity’ \( 0 \leq S_T \leq 1 \) is defined as \( 2\lambda_2/(\lambda_1 + \lambda_2) \), \( \lambda_1 \) and \( \lambda_2 \) being the eigenvalues of the \( 2 \times 2 \) sphericity tensor \( S_{ij} = \Sigma_k (p_{ki} p_{kj}) \) formed by summing over the transverse momenta of all of the calorimeter cells).

\( p_T > 20 \text{ GeV} \) and \( \eta < 2.5 \) for any leptons.

Transverse mass \( M_T(l, E_T^{miss}) > 100 \text{ GeV} \) for the lepton plus jets channel to reduce the \( W + \text{jets} \) backgrounds.

The resulting reach [20-18], defined by at least 10 signal events and \( S/\sqrt{B} > 5 \) for an integrated luminosity of 10 fb\(^{-1}\), is shown Figure 20-3 for the no lepton plus jets plus \( E_T^{miss} \), one lepton plus jets plus \( E_T^{miss} \), same-sign dilepton, opposite-sign dilepton and trilepton channels. By comparing this figure with the previous two, it can be seen that the reach in the jets plus \( E_T^{miss} \) chan-
nels extends to squark and gluino masses greater than 2 TeV. Similar results were found in the ATLAS Technical Proposal [20-21]. The reach limits involve very hard jets and large $E_T^{\text{miss}}$, so they are determined mainly by the squark and gluino production cross sections and not by the detailed detector performance. The reach in the multi-lepton channels extends well beyond 1 TeV. Also shown in the figure is the reach for direct gaugino and slepton production in the dilepton and trilepton channels with a central jet veto. These channels generally provide the best reach at the Tevatron [20-6].

After finding one or more such inclusive signals, one would want to obtain a simple estimate of the SUSY masses involved. A good variable [20-22] for this purpose is the ‘effective mass’, the scalar sum of the missing energy and the transverse momenta of the four hardest jets:

$$M_{\text{eff}} = E_T^{\text{miss}} + p_{T,1} + p_{T,2} + p_{T,3} + p_{T,4}.$$ 20-5

This was calculated for the five LHCC SUGRA points listed in Table 20-3 and for the Standard Model backgrounds with the following cuts:

- $E_T^{\text{miss}} > \max(100 \text{ GeV}, 0.2M_{\text{eff}})$.
- At least 4 jets with $p_T > 50 \text{ GeV}$ and $p_{T,1} > 100 \text{ GeV}$.
- Transverse sphericity $S_T > 0.2$.
- No muon or isolated electron with $p_T > 20 \text{ GeV}$ and $\eta < 2.5$.

The $M_{\text{eff}}$ distribution after these cuts for the Point 5 signal and the sum of all Standard Model backgrounds is shown in Figure 20-4. Note that $S/B \sim 10$ at large $M_{\text{eff}}$ with an accepted cross section of more than 1 pb. For the other points the place where the signal emerges from the background is of course different, but the $S/B$ ratio at large $M_{\text{eff}}$ is similar. Discovering a signal using a variable and simple cuts such as these would be very easy for any of the five LHCC points. This is not very surprising: since squarks and gluinos are strongly interacting, they are
produced with cross sections comparable to the QCD background at the same $Q^2$, so rather simple cuts on $E_T^{\text{miss}}$ and the event topology are sufficient to separate the signal from the Standard Model background.

The peak of the effective mass distribution moves with the mass scale of the SUSY particles. To test this, 100 minimal SUGRA models were selected at random with $m_0$, $m_{1/2}$, and $A_0$ less than 500 GeV and with the constraint that they have the same light Higgs boson mass as Point 5 within $\pm 3$ GeV. (In retrospect it was inappropriate to include the Higgs mass constraint, since finding SUSY in this way is far easier than finding a light Higgs boson, but including it has no essential effect.) Figure 20-5 shows a scatter plot of the $M_{\text{eff}}$ peak vs $M_{\text{SUSY}} = \min(M_{\tilde{g}}, M_{\tilde{u}^\pm})$, which provides a measure of the mass scale of the strongly produced SUSY particles. The spread is remarkably small, about $\pm 10\%$. The spread might be larger in a more general class of models, but it appears that simple distributions like this will provide a good first estimate of the SUSY mass scale.

One could produce many more inclusive distributions involving various combinations of jets, leptons, and $E_T^{\text{miss}}$ and attempt to fit all these to determine the SUGRA model parameters. It is more transparent, however, to use partial reconstruction of exclusive final states to determine precise combinations of masses from kinematic endpoints of distributions as discussed in the following subsections.

### 20.2.2 Exclusive SUGRA measurements for moderate $\tan \beta$

If SUSY exists at the weak scale, it will presumably first be found using inclusive signatures such as the ones discussed in Section 20.2.1. To progress further, and in particular to understand how SUSY is broken, it is important to measure individual masses and decays. In the SUGRA model the decay products of a SUSY particle always include an invisible $\tilde{\chi}_1^0$, so no mass peaks can be reconstructed directly. It is possible, however, to pick out particular multi-body decay modes and then to determine combinations of masses by measuring the endpoints of the visible mass distributions [20-22, 20-23, 20-24, 20-25, 20-26, 20-27]. For example, in the decay $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 l^+ l^-$ the endpoint of the dilepton mass distribution measures $M(\tilde{\chi}_2^0) - M(\tilde{\chi}_1^0)$. In favourable cases, such measurements can be sufficient to fit the parameters of the model. If a long decay chain can be identified, it is even possible to determine the masses involved without relying on a model. This approach provides a much clearer physical interpretation than a global fit of a model to all possible distributions, although the latter will of course be part of any eventual analysis of data.

The starting point of such analyses is generally to reconstruct a specific mode at the bottom of a decay chain. The SUSY production cross section at the LHC is dominated by gluinos and squarks, which decay mainly through the lighter chargino and two neutralinos. For this reason many of the analyses involve decays of the second neutralino:

- $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 l^+ l^-$;
- $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 l^+ l^- \rightarrow \tilde{\chi}_1^0 l^+ l^-$;
- $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 h \rightarrow \tilde{\chi}_1^0 b \bar{b}$.

Decays of charginos are more difficult to use because they involve either a missing neutrino or light quark jets. If the two-body decays of neutralinos are kinematically allowed, then they generally have substantial branching ratios. If they are not, then the three-body leptonic mode gen-
erally has a branching ratio either comparable to the \( Z \) leptonic branching ratio or larger if slepton exchange dominates. All of these modes will be illustrated in the following subsections by analyses for the five SUGRA points listed in Table 20-3.

For moderate \( \tan \beta \) at least one of these decay modes is generally available. It is difficult to estimate a precise reach without a detailed study of many points since the backgrounds are dominated by SUSY, but a minimum requirement is that enough events be produced. The SUSY production cross section times combined branching ratio for the sum of all \( \tilde{\chi}_0^0 \) dilepton modes (\( \tilde{\chi}_2^0 \to \tilde{\chi}_1^0 \to l^+l^- \to \tilde{\chi}_1^0 l^+ l^- \), and \( \tilde{\chi}_3^0 \to \tilde{\chi}_1^0 Z \to \tilde{\chi}_1^0 l^+ l^- \)) is shown in Figure 20-6, while that for \( \tilde{\chi}_2^0 \to \tilde{\chi}_1^0 h \to \tilde{\chi}_1^0 b \bar{b} \) is shown in Figure 20-7. b-jet tagging assumed a tagging efficiency of 0.6 unless otherwise stated (see Chapter 10).

For very large \( \tan \beta \) the splitting among the slepton masses becomes larger, and the only two-body decay available may be \( \tilde{\chi}_2^0 \to \tilde{\chi}_1^0 \tau^+ \tau^- \to \tilde{\chi}_1^0 \tau^+ \tau^- \).

**Figure 20-6** Contour plot of branching fraction times cross-section (\( B\sigma \)) in pb for \( \tilde{\chi}_0^0 \) to produce a dilepton pair in the minimal SUGRA model. This figure is based on a more recent implementation of electroweak symmetry breaking than Figures 20-1 – 20-3 that does not give an excluded region at large \( m_0 \) for \( \tan \beta = 10 \).
If this is the only two-body mode, its branching ratio will be nearly unity. This case is obviously more difficult and will be discussed separately in Section 20.2.8 below. Given a starting point, one then tries to work back up the decay chain to the primary gluinos and squarks, finding additional exclusive modes and mass constraints. In general the longer the chain that can be identified and reconstructed, the stronger the constraints will be. For this reason, SUGRA models generally are more difficult than GMSB models, which will be discussed in Section 20.3.

Sections 20.2.3–20.2.7 describe such analyses for the five LHCC SUGRA points based on this general approach. Unless otherwise stated, all the analyses described here are based on ISAJET 7.22 [20-15] or SPYTHIA 2.08 [20-16] plus ATLFAST [20-17] or a simple [20-22] particle-level parametrisation of the response of the ATLAS detector. Results are generally shown for integrated luminosities of 10 fb\(^{-1}\) to 30 fb\(^{-1}\), corresponding to one to three years at low luminosity. Pileup is not properly taken into account, so the results given for high luminosity may be too optimistic. The statistics on the Standard Model backgrounds often correspond to much less than one year. They are sufficient to show that the background is small compared to the signal after the specified cuts but may exhibit large fluctuations.
20.2.3 $t\bar{t}$ SUGRA signatures

At Point 3 the light charginos and neutralinos have no two-body decays, so the three-body mode $\tilde{\chi}_2^\pm \to \tilde{\chi}_1^0 t^+ t^-$ is relevant. The dominant SUSY cross section is gluino pair production. The $\tilde{b}_1$ is 20 GeV lighter than the gluino, but the first and second generation squarks are heavier than it, so the gluinos decay dominantly by $g \to \tilde{b}_1 \tilde{b} + \text{h.c.}$, the only allowed two-body decay mode. Since the $\tilde{b}_1$ is mostly $\tilde{b}_L$, it decays mainly into $\tilde{\chi}_1^0$. Specifically, the branching ratios are [20-22, 20-24]

$$B(\tilde{g} \to \tilde{b}_1 b + \text{h.c.}) = 89\%$$
$$B(\tilde{b}_1 \to \tilde{\chi}_2 b) = 86\%$$
$$B(\tilde{\chi}_2 \to \tilde{\chi}_1^0 l^+ l^-) = 2 \times 17\%$$

Thus the SUSY events at Point 3 are characterised by multiple leptons and multiple $b$-jets. While these branching ratios are unusual because the gluino has just one two-body decay mode, it is common for heavy flavour and leptonic decays to be enhanced.

Given these decay modes, events were selected by requiring [20-22, 20-24]:

- A pair of isolated electrons or muons of opposite charge and the same flavour with $p_T > 10$ GeV and $|\eta| < 2.5$.
- At least two jets tagged as $b$’s having $p_T > 15$ GeV and $|\eta| < 2$.

The threshold on lepton $p_T$ is such that only events containing muons will be selected with full efficiency by the trigger [20-28]. For electron pairs the $p_T$ threshold should be raised to 15 GeV. Within these kinematic cuts a $b$-tagging efficiency of 60% and a lepton identification efficiency of 90% were assumed and included in all distributions; the backgrounds from misidentified leptons and $b$-jets are negligible. These cuts alone are sufficient to reject most of the Standard Model background, so no cut on $E_{\text{miss}}^\text{vis}$ was used. The resulting dilepton distribution for the signal and for the sum of all Standard Model backgrounds is shown in Figure 20-8. The expected endpoint at $M_{\tilde{\chi}_2^0} - M_{\tilde{\chi}_1^0} = 52.47$ GeV is very clear. The SUSY background comes mainly from two independent $\tilde{\chi}_1^\pm$ decays; it is responsible for the tail of events beyond this endpoint. The Standard Model background, which is tiny, comes mainly from $t \bar{t}$ events. If the branching ratios were less favourable, one could plot instead the flavour-subtracted combination $e^+e^- + \mu^+\mu^- - e^+\mu^+$ and cancel the background up to statistical fluctuations. Given the high statistics and small background, the endpoint can be determined with an accuracy limited only by systematics, estimated to be 0.1% or 50 MeV.

![Figure 20-8](image-url)
At Point 4 the light charginos and neutralinos also have no two-body decays. The three-body decay $\tilde{\chi}^0_2 \rightarrow \tilde{\chi}^0_1 l^+ l^-$ is again observable although at this point the sleptons are heavy, so the decay occurs through a virtual $Z^*$ with a branching ratio of only $2 \times 3\%$. For the dilepton distribution at Point 4, events were selected by requiring [20-25]:

- Two isolated, opposite-sign, same-flavour electrons or muons with $p_T > 20\text{ GeV}$ and $p_T > 10\text{ GeV}$; both leptons are required to have $|\eta| < 2.5$.
- $E_T^{\text{miss}} > 200\text{ GeV}$.
- At least four jets with $p_T > 100, 50, 50,$ and $50\text{ GeV}$ respectively and $|\eta| < 3.2$.

After these cuts, there are about 6500 signal events for an integrated luminosity of $30\text{ fb}^{-1}$, with a total Standard Model background of 550 events, mainly from $t\bar{t}$. The mass distribution is shown in Figure 20-9. Note that in addition to the edge there is also a $Z$ peak in the signal. This comes mainly from heavier gauginos: Point 4 is close to the boundary for radiative electroweak symmetry breaking, so $\mu$ is small. A small $\mu$ implies not only that the heavier charginos and neutralinos are relatively light but also that there is strong mixing between the gauginos and Higgsinos, so they have gauge-like rather than Higgs-like couplings to light flavours. Thus, the total production of the heavier gauginos is larger than is typical for SUGRA models. The heavy gaugino branching ratios into $Z$’s are also quite large:

\[
B(\tilde{\chi}^0_2 \rightarrow \tilde{\chi}^0_1 Z) = 32\% \\
B(\tilde{\chi}^0_3 \rightarrow \tilde{\chi}^0_1 \tilde{\chi}^{0}_2 Z) = 34\% \\
B(\tilde{\chi}^0_4 \rightarrow \tilde{\chi}^0_1 \tilde{\chi}^{0}_2 Z) = 5\% 
\]

The endpoint of the dilepton distribution, which again measures $M_{\tilde{\chi}^{0}_2} - M_{\tilde{\chi}^{0}_1}$, can be determined more accurately by plotting the combination $e^+ e^- + \mu^+ \mu^- + e^\pm \mu^\mp$, in which two independent decays – e.g., of charginos or of top quarks – cancel. This distribution is shown in Figure 20-10.
error on the endpoint for three years at low luminosity was estimated [20-25] using a Kolmogorov test to be GeV, where the first error is statistical and the second is systematic, coming mainly from the 0.1% uncertainty in the electromagnetic energy scale.

The size of the Z peak relative to the continuum and its $p_T$ distribution can provide information on the masses and mixings of the heavier gauginos, albeit in a model dependent way. A full analysis would require generating many samples of events varying all the parameters of the minimal SUGRA or other SUSY model. To get an approximate indication of the sensitivity, only the $\tilde{\chi}_2^\pm$ mass was varied holding the other masses fixed. A Kolmogorov test was then used to determine the sensitivity of the $p_T$ distribution of the Z to the $\tilde{\chi}_2^\pm$ mass. This analysis gave $M(\tilde{\chi}_2^\pm) = 315 \pm 21 \pm 9$ GeV for 30 fb$^{-1}$ [20-25].

At Point 5 the right-handed sleptons are relatively light, so the decay $\tilde{\chi}_2^0 \to \tilde{\ell}_R^\pm \ell^- \to \tilde{\chi}_1^0 l^+ l^-$ is open; this is characteristic of SUGRA points that give an amount of cosmological cold dark matter consistent with the universe having the critical density, $\Omega = 1$, as predicted by inflation. Since the sleptons are light, the dilepton signal comes from a two-body intermediate state, not from a direct three-body decay. The signal comes mainly from squarks, either directly produced or from gluino decay, so the SUSY events also contain hard jets. Events were therefore selected to have [20-26]

- $E_T^{miss} > 300$ GeV;
- exactly two opposite-sign, same-flavour electrons or muons with $p_T > 10$ GeV and $|\eta| < 2.5$;
- at least two jets with $p_T > 150$ GeV.
The $W$ and $Z$ backgrounds are suppressed by the jet requirements and the $\ell\ell$ background by the hard kinematics and the leptonic branching ratios. After these cuts, therefore, one is left with 5800 signal events with a background from other SUSY sources of 880 events and a Standard Model background of only 120 events. The mass distribution is shown in Figure 20-11. Because of the two-body kinematics, there is a very sharp edge at

$$M_{ll}^{\text{max}} = M(\tilde{\chi}_2^0) \left[ 1 - \frac{M^2(I_R)}{M^2(\tilde{\chi}_2^0)} \right] \left[ 1 - \frac{M^2(\tilde{\chi}_1^0)}{M^2(I_R)} \right] = 108.93 \text{ GeV}$$

with a width set by the detector resolution. Most of the small remaining background can be removed by considering the flavour-subtracted combination $e^+e^- + \mu^+\mu^- - e^+\mu^+$. The position of this edge can therefore be measured to an estimated precision of 0.5 GeV with an integrated luminosity of 30 fb$^{-1}$ [20-26].

Any difference in the location of this edge for the $e^+e^-$ and $\mu^+\mu^-$ distributions would indicate a difference in the corresponding slepton masses, so it is interesting to measure the edge as accurately as possible [20-29]. Since the slepton is a scalar, the mass distribution before cuts is just given by phase space, i.e.

$$dM^2 = (M_{ll}^{\text{max}})^2 \frac{(1 + z)}{2} dz , \quad 20-6$$

where $z = \cos \theta^* = \cos \theta^*$. The decay angle in the slepton rest frame and is uniformly distributed. Acceptance cuts should not distort this form significantly in the vicinity of the edge. A sample of $1 \times 10^6$ events, corresponding to an integrated luminosity of about 75 fb$^{-1}$, was generated with ISAJET 7.37. For this analysis events were selected to have:

- $M_{\text{eff}} > 400$ GeV;
- $E_T^{\text{miss}} > \text{max}(100 \text{ GeV}, 0.2 M_{\text{eff}})$;
- at least four jets with $p_T > 100, 50, 50, 50$ GeV;
- two isolated, opposite-sign electrons or muons with $p_T > 10$ GeV and $|\eta| < 2.5$.

The dilepton mass for the $e^+e^- + \mu^+\mu^- - e^+\mu^+$ combination was then calculated. A minimum-$\chi^2$ fit to the signal was made with MINUIT using the mass distribution from Equation 20-6 smeared with a Gaussian resolution; the errors were determined with MINOS [20-30]. It was not possible to generate enough background to include it in the fit with realistic errors. This fit is shown in Figure 22-12; it gave for an integrated luminosity of 100 fb$^{-1}$

$$M_{ll}^{\text{max}} = 108.71^{+0.087}_{-0.088} \text{ GeV}$$

with a resolution of 1.29 GeV. A maximum likelihood fit gave a consistent value with slightly smaller errors. The effect of pileup was not taken into account in this analysis. The fitted values are not quite consistent with the expected 108.92 GeV, presumably because of small effects from the acceptance cuts and fitting procedure; this has not been investigated. The derivative of the edge position with respect to the slepton mass vanishes at the geometric mean of the $\tilde{\chi}_1^0$ and $\tilde{\chi}_2^0$ masses but in general is of order unity. For the masses at Point 5

$$\frac{dM_{ll}^{\text{max}}}{dM_1} = 0.478 .$$
Given the large sample of $Z \rightarrow l^+l^-$ events, it should be possible to control the systematic errors to less than 0.1%. Therefore, the dilepton endpoint would be sensitive to any difference in the right-handed slepton masses at about the 0.1% level, assuming of course the same event rates as at this point. The possibility of achieving an understanding of the energy and momentum scales at the level of 0.02% is investigated in detail in Chapter 9. If this resolution could be achieved, the uncertainty on the edge measurement would be probably dominated by the statistical error, and by the uncertainties in the modelling of the background. No mass difference is expected in the minimal SUGRA model because of the postulated universality. However, mass differences and lepton flavour mixing can easily be present in more general SUGRA-type models with realistic GUT-scale dynamics and can give observable effects both at the LHC and in rare low-energy processes such as $\mu \rightarrow e\gamma$ and $\mu \rightarrow e$ conversion [20-31].

There is much more information available from the dilepton events. A variable that is particularly sensitive to the slepton mass is $p_{T_2}/p_{T_1}$, the ratio of the softer to the harder lepton; a slepton mass close to either the $\tilde{\chi}_1^0$ or the $\tilde{\chi}_2^0$ mass will obviously make one of the leptons soft. Figure 20-13 shows this ratio for the nominal slepton mass at Point 5, 157 GeV, and for two other masses [20-26]. This distribution should be sensitive to changes in the slepton mass of a few GeV fixing the masses of $\tilde{\chi}_1^0$ and $\tilde{\chi}_2^0$. A complete analysis would involve generating samples of events varying all the masses and the $p_T(\tilde{\chi}_2^0)$ distribution and then fitting the resulting $M(\tilde{\chi}_2^0)$, $p_T(\tilde{\chi}_2^0)$, and $p_{T_2}/p_{T_1}$ distributions plus the $p_T$ distribution of the $h \rightarrow b\bar{b}$ signal from $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 h$ to be discussed in Section 20.2.5 below. Such an analysis has not yet been done.

20.2.4 More complex leptonic SUGRA signatures

The $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 l^+l^-$ or $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 l^\tau \rightarrow \tilde{\chi}_1^0 l^+l^-$ decays discussed in the previous section can be the starting point for many more complex analyses that work back up the decay chain to obtain information on other SUSY particles. Examples will be given for all the points having such decays.

20.2.4.1 Squark and gluino reconstruction at Point 3

Most of the dileptons in Figure 20-8 for Point 3 come from the decay chain

$$\tilde{g} \rightarrow \tilde{b}_1 \tilde{b} \rightarrow \tilde{\chi}_2^0 b \bar{b} \rightarrow \tilde{\chi}_1^0 l^+l^- b \bar{b}.$$
To reconstruct the gluino and $\tilde{b}_1$ in this chain, events with two opposite-sign, same-flavour leptons ($\text{lepton} \equiv e, \mu$ in this section) and at least two $b$-jets were selected as before. The dilepton pair was required to be near the endpoint, $45 \text{ GeV} < M_{ll} < 55 \text{ GeV}$. Since the dilepton pair is near its maximum value, both the dilepton pair and the $\tilde{\chi}_1^0$ are forced to have low momentum in the rest frame of the $\tilde{\chi}_2^0$, so the $\tilde{\chi}_2^0$ momentum in the laboratory frame is determined to be

$$\tilde{p}_{\tilde{\chi}_2^0} = \left(1 + \frac{M_{\tilde{\chi}_2^0}}{M_{ll}}\right) \tilde{p}_{ll}. \quad (20-7)$$

Of course the $\tilde{\chi}_1^0$ mass is still unknown and must be determined from an overall fit; a first approximation would be to estimate it from the dilepton endpoint assuming $M(\tilde{\chi}_2^0) = 2M(\tilde{\chi}_1^0)$, as is generally true in models with gauge coupling unification. The energies and momenta of the tagged $b$-jets were corrected to the true energy (see Section 12.5.1.3), to account for losses from neutrinos and from energy leaking out of the $R = 0.4$ cone. This correction was actually derived for the $h \rightarrow b\bar{b}$ analysis and will be discussed in Section 20.2.5 below. The reconstructed $\tilde{\chi}_2^0$ momentum was combined with one $b$-jet to form the $\tilde{b}_1$ mass and then with a second $b$-jet to form the $\tilde{g}$ mass. Since the mass difference is small, the resolution on the difference is better than that on the individual masses; the kinematics is analogous to that familiar from $D^* \rightarrow D\pi$. The resulting scatter plot assuming the correct $\tilde{\chi}_1^0$ mass is shown in Figure 20-14, and the projections on the two axes are shown in Figures 20-15 and 20-16. While

**Figure 20-14** Difference of the reconstructed gluino and sbottom masses as a function of the reconstructed sbottom mass at Point 3. The nominal $\tilde{\chi}_1^0$ mass is used in the plot.

**Figure 20-15** $M(\tilde{b}_1)$ projection of the scatter plot in Figure 20-14.

**Figure 20-16** $M(\tilde{g}) - M(\tilde{b}_1)$ projection of Figure 20-14. The dashed curve shows the projection with a cut $230 \text{ GeV} < M(\tilde{b}_1) < 330 \text{ GeV}$. 
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there is a lot of combinatorial background, the peaks are clearly evident. The statistical errors are negligible, so the errors on the masses are determined by the systematic error on the jet energy scale and the dependence on the $\tilde{\chi}_1^0$ mass. The difference $M(\tilde{g}) - M(\tilde{b}_1)$ is insensitive to the assumed mass, while the reconstructed $\tilde{b}_1$ mass peak shifts linearly for events with $M(\tilde{g}) - M(\tilde{b}_1)$ within $15$ GeV of its peak value. Combining this with the energy scale uncertainty gives [20-24]

$$\Delta M(\tilde{b}_1) = 1.5 \Delta M(\tilde{\chi}_1^0) \pm 3 \text{ GeV}$$

$$\Delta (M(\tilde{g}) - M(\tilde{b}_1)) = \pm 2 \text{ GeV}$$

where $\Delta M(\tilde{\chi}_1^0)$ is the difference between the true and assumed $\tilde{\chi}_1^0$ masses. At least within the context of the minimal SUGRA model the $\tilde{\chi}_1^0$ mass can be determined accurately by a global fit, as discussed in Section 20.2.9.

Light quarks at Point 3 can be reconstructed in a similar way using the decay $\tilde{q}_L \rightarrow \tilde{\chi}_2^0 q$, which has a branching ratio of about $10\%$. There is an enormous background from $\tilde{g} \rightarrow \tilde{b}_1 \tilde{b}_1$, so events with $b$-jets must be vetoed. Based on the trade-off between tagging efficiency and light quark rejection found in the $b$-tagging studies documented in Chapter 10 and in the ATLAS Technical Proposal [20-21], this analysis assumed a $90\%$ veto efficiency of $b$-jets with a $25\%$ mistagging of light jets as $b$’s. Events were selected to have

- at least one jet with $p_T > 125$ GeV and $|\eta| < 2$;
- no tagged $b$-jets with $p_T > 15$ GeV and $|\eta| < 2$;
- an opposite-sign, like-flavour $l^+l^-$ pair with $45$ GeV $< M_{ll} < 55$ GeV.

The $\tilde{\chi}_2^0$ momentum was reconstructed as before from the visible dilepton momentum; it was then combined with any jet having $p_T > 125$ GeV and $|\eta| < 2$ to give the mass distribution shown in Figure 20-17. There is a clear signal. Even with a $90\%$ veto efficiency there is a significant number of $b$-jets remaining in this plot. The signal for true light quark jets as determined from the event generator is shown as the dashed curve in the figure. If the veto efficiency were raised to $95\%$ using an algorithm optimised for rejection rather than for tagging, then approximately half of this background would be removed, and the peak would shift upward, closer to the mean $\tilde{q}_L$ mass of $310$ GeV. The combinatorial background, shown as the shaded histogram in Figure 20-17, was determined by mixing a $\tilde{\chi}_2^0$ from one event with a jet from another. Because there is a lot of background, the error on the $\tilde{q}_L$ mass is conservatively estimated to be $\pm 20$ GeV [20-24]; the purely statistical error would be much less than this.

![Figure 20-17](image-url)  
Figure 20-17 Reconstructed $\tilde{q}_L$ mass at Point 3. The combinatorial background is shown as a shaded histogram, and the signal due to real $\tilde{q}_L$’s as the dashed histogram. The remaining events are due to misidentified light quark jets.
20.2.4.2 Gluino reconstruction at Point 4

At Point 4, $m_0$ is large and the squarks are very heavy, so gluino pair production strongly dominates the SUSY cross section. Nevertheless, reconstructing gluinos is not trivial because of the many competing and complex decay modes. The approach used here is to select events with one gluino decaying via $\tilde{g} \rightarrow q\tilde{q}_1^+$ and the other via $\tilde{g} \rightarrow q\tilde{q}_2^0$ with both gauginos decaying leptonically, giving three leptons and at least four jets. (Two neutralino leptonic decays could also be considered, but this has a smaller branching ratio.) Since the $\tilde{q}_1^+$ and $\tilde{q}_2^0$ are almost always nearly degenerate, the mass of the two jets from a single gluino has an endpoint at the difference between the gluino mass and the common gaugino mass. The goal of the analysis is to reconstruct this endpoint.

Events were selected to have:

- three isolated leptons with $p_T > 20$, 10, and 10 GeV and $|\eta| < 2.5$, with at least one opposite-sign, same-flavour pair;
- at least four jets with $p_T > 150$, 120, 70, and 40 GeV and $|\eta| < 2.5$;
- $M_{ll} < 72$ GeV for any opposite-sign, same-flavour lepton pair to reject $Z$ backgrounds;
- no additional jets with $p_T > 40$ GeV and $|\eta| < 5$ to reduce combinatorial background. This jet veto cut has an efficiency of 35% for the signal.

The lepton and jet cuts eliminate the Standard Model background, so no $E_T^{miss}$ cut is used in this analysis. For an integrated luminosity of 30 fb$^{-1}$ there are about 250 signal events, 30 SUSY events containing only one gluino, and 18 background events from $tt$ and SUSY sources. There are three ways of combining the four jets into two pairs. The pairing of the two hardest and the two softest jets is less likely to be correct and so is excluded. The jet-jet mass distribution for the remaining two combinations is shown in Figure 20-18. This figure also shows the distribution for the correct pairing only, based on information from the generator.

![Figure 20-18](image1.png) **Figure 20-18** Dijet mass distribution for SUSY signal at Point 4 showing all combinations (solid) and only the correct combinations (dashed).

![Figure 20-19](image2.png) **Figure 20-19** Dijet signal and sum of all backgrounds for Point 4.
The signal plus the sum of all Standard Model backgrounds is shown in Figure 20-19 compared to the background. There is clearly structure in the distribution about the right mass, but it is not very sharp.

To test the sensitivity of this analysis, events were generated for several different gluino masses keeping all other parameters fixed, and the resulting distributions were compared using a Kolmogorov test. This leads to an estimated error for 30 fb\(^{-1}\) of [20-25]

\[
M(\tilde{g}) - M(\tilde{\chi}_1/\tilde{\chi}_2^0) = 434^{+5.0}_{-16} \pm 4.5 \text{ GeV},
\]

where the first error is statistical and the second is systematic. The statistical error is reduced to (+1.6, -5.0) GeV for 300 fb\(^{-1}\). The systematic error is dominated by the 1% uncertainty on the jet energy scale.

### 20.2.4.3 Squark reconstruction at Point 5

At Point 5 gluinos are heavier than squarks and decay into them, so the three-step decay chain \(\tilde{g}_L \rightarrow \tilde{\chi}_0^0 q \rightarrow t_R^\pm l_R^\pm q \rightarrow \tilde{\chi}_0^0 l^+ l^- q\) is the dominant source of the dilepton signal considered in Section 20.2.3. Long decay chains generically give multiple constraints; this one gives constraints from an \(l^+ q\) edge and an \(l^+ l^\pm q\) four-body endpoint in addition to the dilepton endpoint. These provide three constraints on the four masses involved. (Additional constraints are discussed in Sections 20.2.5 and 20.2.6 below.)

The analysis used the same event sample as that which led to Figure 20-12. Events were selected to have [20-29]:

- at least four jets defined with an \(R = 0.4\) cone, with \(p_T, 1 > 100 \text{ GeV}\) and \(p_T, 2, 3, 4 > 50 \text{ GeV}\);
- \(M_{\text{eff}} > 400 \text{ GeV}\), where \(M_{\text{eff}}\) is defined by Equation 20-5;
- \(E_T^{\text{miss}} > \max(100 \text{ GeV}, 0.2M_{\text{eff}})\);
- two isolated, opposite-sign leptons with \(p_T > 10 \text{ GeV}\) and \(|\eta| < 2.5\).

In the cascade decays of squarks and gluinos in Point 5 the hardest jets in the event are typically produced in the decays \(\tilde{q}_L \rightarrow \tilde{\chi}_0^0 q\) and \(\tilde{q}_R \rightarrow \tilde{\chi}_0^0 q\). The leptons were therefore combined with each of the two hardest jets to extract information on the squark mass. The smaller of the two invariant masses should be less than the four-body endpoint for the \(\tilde{q}_L\) decay chain, namely

\[
M_{llq}^{\text{max}} = \left[\frac{(M_{\tilde{q}_L}^2 - M_{\tilde{\chi}_0^0}^2)(M_{\tilde{\chi}_0^0}^2 - M_{\tilde{\chi}_2^0}^2)}{M_{\tilde{\chi}_2^0}^2}\right]^{1/2} = 552.4 \text{ GeV}.
\]

![Figure 20-20 Smaller of the two \(l^+ l^- q\) masses for the signal at Point 5.](image-url)
The distribution should vanish linearly at this endpoint as a result of the four-body phase space. The distribution of the reconstructed smaller mass is shown in Figure 20-20 for the combination $e^+\mu^- + \mu^+e^- - e^\pm\mu^\mp$. In this combination the background from two independent decays cancels out. The Standard Model background is not shown but is obviously small, as can be seen from the previous dilepton analysis. The figure also shows a linear fit near the endpoint. It extrapolates to 564.0 GeV, 2.1% above the nominal value, providing a first estimate of $M_{llq}^{\text{max}}$.

The $llq$ and $lq$ endpoints can be determined more precisely using a fitting procedure that takes into account the smearing due to resolution and jet reconstruction. Events were selected in which one of the $l^+l^-q$ masses is less than 600 GeV and the other is greater, so that only one pairing of the dilepton pair with one of the two hardest jets is kinematically consistent with the desired decay chain. The cut was chosen to be above the endpoint in Figure 20-20 but is otherwise somewhat arbitrary. The $l^+q$ distribution for this subsample, including both lepton-jet pairs from the low-mass $l^+l^-q$ combination, is shown in Figure 20-21. It should have an edge from the combination of the quark and the ‘right’ lepton – i.e., the one emitted first and so adjacent to the quark in the decay chain – which from two-body kinematics is

$$M_{llq}^{\text{max}} = \left[\frac{(M_L^2 - M_{\tilde{q}}^2)(M_\tilde{q}^2 - M_{\tilde{\chi}}^2)}{M_{\tilde{L}}^2}\right]^{1/2} = 479.3 \text{ GeV}. $$

The edge in the figure is not very sharp, so its precise location is not obvious. A fit was therefore made using the theoretical shape of the edge, Equation 20-6 in Section 20.2.3, smeared with a Gaussian resolution. This procedure, which is similar to that for the fit shown in Figure 20-12, assumes that the jet mass can be neglected. The fit, which is shown as the smooth line in Figure 20-21, gives $M_{llq}^{\text{max}} = 433.2^{+3.3}_{-3.3}$ GeV, which is 9.6% low, and $\sigma = 58.2$ GeV. The smearing will also shift the $l^+l^-q$ endpoint. Figure 20-22 shows a fit using an empirical form with a linear plus a quadratic term near the endpoint,

$$\frac{dN}{dM} = [a_1(M_{llq}^{\text{max}} - M) + a_2(M_{llq}^{\text{max}} - M)^2] \delta(M_{llq}^{\text{max}} - M),$$
smeared with the same Gaussian; a linear term was also included in the fit to describe the region beyond the endpoint. This fit produces the smooth curve in Figure 20-22 and $M_{\tilde{l}lq}^{\text{max}} = 498.0^{+7.3}_{-6.4}$ GeV, which is 9.9% low. Presumably the low values reflect energy loss out of the small jet cones, $R = 0.4$, and the neglect of the jet masses. To understand the shifts and the associated errors in detail, it would be necessary to generate and to analyse a number of different samples of events. This has not been done.

The ratio of the $l\tilde{l}q$ and $l^+l^-q$ endpoints is independent of the squark mass,

$$\frac{M_{\tilde{l}lq}^{\text{max}}}{M_{\tilde{l}lq}^{\text{max}}} = \frac{M_{\tilde{\chi}_0^0}^2 - M_{\tilde{l}^0_k}^2}{M_{\tilde{\chi}_1^0}^2 - M_{\tilde{l}^0_k}^2} = 0.868,$$

and it should be less sensitive to the jet energy scale and to jet clustering than either of the individual endpoints. The smeared fits give 0.870 for this ratio. This probably is fortuitously good agreement, although an analysis of the same data sample using jets defined with $R = 0.7$ gave an equally good result. More study of the systematic errors from the fitting procedure is needed.

There is also a linear vanishing of the distribution for the $l\tilde{l} q$ mass combination formed with the ‘wrong’ lepton and the jet at

$$M_{\tilde{l}lq}^{\text{max}} = \left[ \frac{(M_{\tilde{\chi}_0^0}^2 - M_{\tilde{l}^0_k}^2)(M_{\tilde{\chi}_1^0}^2 - M_{\tilde{l}^0_k}^2)}{M_{\tilde{\chi}_1^0}^2} \right]^{1/2} = 274.5 \text{ GeV}.$$

Since this endpoint is below the edge of the distribution with the right lepton, it is not usable; an analogous endpoint is used for the GMSB model studied in Section 20.3.1.

### 20.2.5 $h \rightarrow b\bar{b}$ SUGRA signatures

If the two-body decay $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 h$ is kinematically allowed, it generally has a substantial branching ratio because the light neutralinos are dominantly gauginos. In many cases it is possible to reconstruct $h \rightarrow b\bar{b}$ as a resonance peak in the SUSY event sample. This signal may be easier to detect than $h \rightarrow \gamma\gamma$ and so provide the discovery mode for the light Higgs boson, although the $\gamma\gamma$ signal is still important to measure the mass precisely. The Higgs signal can also provide a good starting point for further analysis of SUSY particles. Points 1, 2 and 5 all have substantial $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 h$ decays that can be reconstructed and used in this way.

At Point 1 the branching ratio for $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 h$ is near unity; since the light neutralinos are mainly gauginos, the branching ratio for the only other two-body decay, $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 Z$, is small. Hence, about 20% of SUSY events contain at least one $h \rightarrow b\bar{b}$. The following cuts were chosen [20-29] to select the signal and eliminate Standard Model backgrounds:

- $E_T^{\text{miss}} > 300$ GeV;
- exactly two tagged $b$-jets with $p_T > 50$ GeV (as usual a $b$-tagging efficiency of 60% is used);
- $\Delta R_{bb} < 2$ to help suppress $t\bar{t}$ background;
- a lepton veto, also to help suppress $t\bar{t}$ background;
- at least two additional jets with $p_T > 100$ GeV, at least one of which has $|\eta| < 2$.  

---
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With these cuts the signal to background ratio is very good, as can be seen in Figure 20-23. For an integrated luminosity of there are 980 signal events with a SUSY background of 180 events and a Standard Model background of only 75 events in a bin of around the Higgs mass. Given this rate it would be much easier to discover the light Higgs by selecting SUSY events than in the inclusive mode.

Since the gluino is heavier than the squarks at this point, the dominant source of the signal is the decay chain , in which the squark may be produced either directly or from a gluino. For this decay chain there is a maximum value of the invariant mass that is determined by two-body kinematics:

\[ (M_{hq}^{\text{max}})^2 = M_h^2 + (M_{\tilde{q}}^2 - M_{\tilde{\chi}_1^0}^2) \left( \frac{M_{\tilde{q}}^2 + M_H^2 - M_{\tilde{\chi}_1^0}^2}{M_{\tilde{\chi}_1^0}^2} + (M_{\tilde{q}}^2 - M_H^2 - M_{\tilde{\chi}_1^0}^2)^2 - 4M_{\tilde{q}}^2M_{\tilde{\chi}_1^0}^2 \right). \]  

About 70% of the signal comes from production, either directly or from gluino decays, with and . Hence, it is advantageous to obtain a cleaner sample by selecting events with only two hard jets in addition to the pair of -jets within ±25 GeV of the peak, vetoing events having any additional jets with \( p_T > 50 \text{ GeV} \) and \( |\eta| < 5 \). Then the hard jets are likely to come from the squarks, so the smaller of the two \( b\bar{b}q \) masses should be less than the endpoint for squark decay. As can be seen from Figure 20-24, the distribution for the smaller mass has a much better defined endpoint than that including both combinations. The estimated error [20-29] on this endpoint is ±20 GeV for 30 fb\(^{-1}\). The improvement in the error for three years at high luminosity is estimated to be about a factor of two, limited both by the jet energy scale and by the reduced \( b \)-tagging efficiency at high luminosity.
For Point 2 with $\tan \beta = 10$ the light gauginos have more Higgsino content. Hence the branching ratio for $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 h$ is about 65%, with the rest of its decays being mainly $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 Z$. The $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 h$ branching ratio for the same parameters with $\text{sgn} \mu = -1$ is about 91%. The dijet mass resolution is not good enough to separate the $h \rightarrow \tilde{\chi}_1^0 \tilde{\chi}_1^0$ and $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 Z$ decays, so it is important to study the $Z \rightarrow l^+ l^-$ signal as well. For the $h \rightarrow b \bar{b}$ signal events are selected to have [20-23]

- $E_T^{\text{miss}} > 300$ GeV;
- at least two jets not tagged as $b$ ’s with $p_T > 100$ GeV;
- two tagged $b$ -jets with $p_T > 100$ GeV;
- $\Delta R_{bb} < 1.0$.

For the dilepton sample the cuts are

- $E_T^{\text{miss}} > 300$ GeV;
- at least two jets not tagged as $b$ ’s with $p_T > 100$ GeV;
- two opposite-sign, same flavour leptons with $p_T > 10$ GeV.

Figure 20-25 $b \bar{b}$ dijet and dilepton mass distributions for Point 2 and for a point with same parameters except $\mu < 0$. The shaded distributions show the Standard Model backgrounds.
The resulting dijet and dilepton mass distributions are shown in Figure 20-25 for both signs of \( \mu \). Even after correction for the kinematic cuts and for efficiencies these distributions do not directly measure the branching ratios, since there is a non-negligible contribution to the signals from \( \tilde{\chi}^\pm_1 \). Hence, while the measurement is clearly useful, it is not easy to translate into limits on the SUSY model without a more detailed analysis.

The analysis at Point 5 is quite similar to that at Point 1. The following selection cuts are made to select the signal and reject both SUSY and Standard Model backgrounds [20-26]:

- \( E_T^{\text{miss}} > 300 \text{ GeV} \);
- two tagged \( b \)-jets with \( p_T > 50 \text{ GeV} \);
- no additional \( b \)-jets with \( p_T > 15 \text{ GeV} \);
- at least two jets with \( p_T > 100 \text{ GeV} \);
- no isolated leptons with \( p_T > 10 \text{ GeV} \).

The signal and backgrounds after these cuts are shown in Figure 20-26. The event and detector Monte Carlos were used to derive a correction to the \( b \)-jet energy scale for losses from energy out of the cone used to define the jets and from neutrinos. With this correction, the mass of the Higgs can be measured with an estimated error of 1 GeV from this distribution with 30 fb\(^{-1}\) of luminosity. Again, it is easier to discover the Higgs in this channel than in \( h \rightarrow \gamma \gamma \), although the latter will provide a much more accurate mass.

The Higgs signal comes from a mixture of gluino and squark production, but in most cases the two hardest jets come from the squark decays whether they are produced directly or in gluino decays. Therefore, the smaller of the two masses formed from the Higgs plus one of these two hardest jets should have an endpoint given by Equation 20-8. This distribution is shown in Figure 20-27.
Figure 20-27 and indeed exhibits the expected endpoint. If the remaining masses in Equation 20-8 are known from other measurements, then the estimated error on the $\tilde{q}_L$ mass is $\pm 10 \text{ GeV}$ for $30 \text{ fb}^{-1}$, dominated by the jet energy scale [20-26].

20.2.6 Thresholds and model-independent SUGRA masses

In multi-step decays such as $\tilde{q}_L \rightarrow \tilde{\chi}_2^0 q, \tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 h$ or $\tilde{q}_L \rightarrow \tilde{\chi}_2^0 q, \tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 l l$, there is in general both a maximum and a minimum value of the observable mass as a consequence of two-body kinematics. The minimum value comes from a backwards decay of the second SUSY particle in the centre of mass of the first and can provide a measurable ‘threshold’ that determines a different combination of masses than the edges discussed previously [20-29]. This is analogous to the method proposed to measure SUSY masses at $e^+ e^-$ machines [20-32]. For $e^+ e^- \rightarrow \tilde{\mu}^+ \tilde{\mu}^-$ at a fixed centre-of-mass energy, the maximum and minimum values of the muon energy determine the $\tilde{\mu}$ and $\tilde{\chi}_1^0$ masses. For the LHC case, the squark mass plays the role of the initial energy, and invariant masses rather than laboratory energies must be used, but the basic idea is the same. At Point 5 the $l^+ l^- q$ threshold can be measured and combined with the results discussed previously to determine the $\tilde{q}_L, \tilde{\chi}_2^0, \tilde{l}_R$, and $\tilde{\chi}_1^0$ masses using only kinematics rather than relying on a fit to the minimal SUGRA as in Section 20.2.9 below. In this sense the determination of the masses is model independent; the feasibility of doing such an analysis is of course very model dependent.

At Point 5, the dilepton mass from $\tilde{\chi}_2^0 \rightarrow \tilde{l}^0_k \tilde{l}^0 \rightarrow \tilde{\chi}_1^0 l^+ l^-$ is fixed by the $\tilde{\chi}_2^0, \tilde{l}_R$, and $\tilde{\chi}_1^0$ masses and by $z = \cos \theta^*$, where $\theta^*$ is the decay angle in the $l^+ l^-$ centre of mass relative to the $l^+$ direction. These quantities also determine the dilepton momentum in the $\tilde{\chi}_2^0$ centre of mass. If this momentum is not too large – i.e., if the minimum dilepton mass is not too small – then there is obviously a minimum $llq$ mass from the $\tilde{q}_L \rightarrow \tilde{\chi}_2^0 q, \tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 l^+ l^- q$ decay chain. The general expression is rather complicated but simplifies somewhat for $z = 0$:

![Figure 20-28](image1.png)  Distribution of the larger $llq$ mass at Point 5 for $M_{ll} > M_{ll}^{\text{max}} / \sqrt{2}$ and a fit described in the text.

![Figure 20-29](image2.png)  Distribution of the larger $bbq$ mass at Point 5. No sideband subtraction or $b$-jet energy correction has been made.
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For Point 5, although the edge, edge, 4-body endpoint, and edge described

It is included in the analysis with a large error, .

Clearly this analysis could be improved, but it is unlikely to be as precise as the threshold.

To extract this threshold, the same sample of events was used as for Figure 20-12. Events were selected as before with the additional requirement , corresponding to . The cross section is dominated by squark pairs produced either directly or from gluino decay. Therefore, the larger of the two masses formed from the dilepton pair and one of the two highest jets was selected; since the hardest jets presumably come directly from the squark, at least one of the two combinations should be greater than the minimum for squark decay. To extract the position of the edge, a fit was then made using the empirical functional form

\[
(M_{llq}^{\min})^2 = \frac{1}{4M_{llq}^2} \left[ -M_1^2 M_2^2 + 3M_1^2 M_3^2 M_e^2 - M_2^2 M_e^2 - M_1^2 M_3^2 M_q^2 \\
- M_1^2 M_2^2 M_q^2 + 3M_2^2 M_3^2 M_q^2 - M_1^2 M_2^2 M_q^2 + (M_2^2 - M_q^2) \right] \\
\times \sqrt{(M_1^4 + M_2^4)(M_2^2 + M_q^2)^2 + 2M_1^2 M_2^2 (M_2^4 - 6M_2^2 M_q^2 + M_q^4)}
\]

where the shorthand notation , , , and has been used and where all quark and lepton masses have been neglected. For the masses at Point 5, \(M_{llq}^{\min} = 271.8 \text{ GeV}\).

Two-body kinematics implies that there is also a threshold for the mass from

\[
\tilde{q}_L \rightarrow \tilde{\chi}_R^0 q \rightarrow \tilde{\chi}_R^0 h q
\]

smeared with a Gaussian resolution. The parameters are the desired \(M_{llq}^{\min}\), the width of the Gaussian resolution, and the coefficients \(b_1, b_2\). If the width was left free in the fit, then the result was quite sensitive to the interval included, so the width was constrained to be 10% of \(M_{llq}^{\min}\), similar to what was found before. The distribution for 100 fb\(^{-1}\) and the resulting fit are shown in Figure 20-28. The fit with MINUIT and MINOS gave \(M_{llq}^{\min} = 283.7^{+4.4}_{-4.4} \text{ GeV}\), a statistical error of about ±1.5%. The \(\chi^2\) of the fit is poor mainly because of the few bins near 200 GeV; these bins presumably also are responsible for the instability of the fit when the width was left free. Clearly more study is needed to understand the shape of this distribution and the optimal fitting procedure, but it seems plausible that this edge could be measured to ±2%.

For Point 5, although the \(l^+l^-\) edge, \(l^+q\) edge, \(l^+l^-q\) 4-body endpoint, and \(hq\) edge described earlier give four constraints on the \(\tilde{q}_L, \tilde{\chi}_R^0, \tilde{R}, \) and \(\tilde{\chi}_R^0\) masses, it turns out that there exists a solution for any value of the \(\tilde{\chi}_R^0\) mass. Including the \(l^+q\) threshold described here makes it possible to determine all the masses involved from kinematics alone. The errors for 100 fb\(^{-1}\) of luminosity are assumed to be 1% on the \(l^+q\) and \(l^+l^-q\) edges, 2% on the \(l^+l^-q\) threshold, and negligible on the \(l^+l^-\) edge. These constraints were solved numerically: the \(\tilde{q}_L, \tilde{\chi}_R^0, \) and \(l_q\) masses were generated with uniform random distributions within ±50% of their input values, and the \(\tilde{\chi}_R^0\) mass was computed from these and the \(l^+l^-\) edge. The measured quantities were then
calculated, and the point was weighted using the assumed errors with Gaussian distributions. The resulting masses [20-29] are shown as scatter plots in Figures 20-30 and 20-31. Clearly the allowed masses are highly correlated. The width of the distributions of the difference between true and reconstructed mass is about 3% for the squark mass, shown in Figure 20-32, ±6% for the \( \tilde{\chi}_1^0 \) mass, ±9% for the slepton mass, and ±12% for the \( \tilde{\chi}_1^0 \) mass, shown in Figure 20-33. The widths of these distributions are mainly controlled by the error on the \( l^+l^-q \) threshold. If this constraint were not included, the \( \tilde{\chi}_1^0 \) mass would be essentially undetermined. If this error could be reduced to ±1% with a more sophisticated fitting procedure and several years at full luminosity, the error on the \( \tilde{\chi}_1^0 \) mass would be reduced to about ±7%.
The errors obtained here are of course larger than those found in Section 20.2.9 below by fitting the minimal SUGRA model to the same measurements, but this analysis is done without assuming that the underlying model is known and would still be possible even if the model has a large number of parameters. The interpretations that \( \tilde{q}_L \) rather than \( \tilde{q}_R \) is the main source of \( \tilde{\chi}_1^0 \) and the lighter slepton is a \( \tilde{l}_R \) rather than an \( \tilde{l}_L \) are of course model dependent assumptions, although ones that are much more general than the minimal SUGRA model. While the specific results only apply to this particular point, any long sequence of decays like \( \tilde{q}_L \rightarrow \tilde{\chi}_2^0 q \rightarrow \tilde{l}_R^{\pm} \rightarrow \tilde{\chi}_1^0 l^+ l^- q \) will in general give multiple constraints that potentially allow the individual masses to be determined through the measurement of several kinematic endpoints. Another example of the power of identifying long decay chains is presented for one of the GMSB points in Section 20.3.3.1.

For Point 1 there is no dilepton signature, so the \( h q \) threshold, located at \( M_{hq}^{\text{min}} = 325.2 \) GeV, is more useful. Events were selected with two \( b \)-jets near the Higgs mass, two hard jets, and no other jets with \( p_T > 100 \) GeV to reduce the combinatorial background. The momenta of the \( b \)-jets were then rescaled to give the correct Higgs mass, and the larger of the two masses formed by these and one of the hard jets was selected. This distribution is shown in Figure 20-34. More study is needed to understand how to extract the edge from this distribution, but it clearly contains useful information.

### 20.2.7 Other signatures for SUGRA Points 1 – 5

While signatures based either on \( \tilde{\chi}_1^0 \rightarrow \tilde{\chi}_2^0 l^+ l^- \) or on \( \tilde{\chi}_1^0 \rightarrow \tilde{\chi}_1^0 h \) are rather generally applicable, other exclusive modes can be reconstructed in special cases. This subsection contains a number of examples for the five LHCC points listed in Table 20-3. In some cases masses have been extracted by using the shapes of distributions and not just kinematic endpoints.

#### 20.2.7.1 \( q_R \rightarrow \tilde{\chi}_1^0 q \) signature at Point 1

At Points 1 and 2 the branching ratio for \( q_R \rightarrow \tilde{\chi}_1^0 q \) is near unity, so production of \( \tilde{q}_R \) pairs gives rise to events with two hard jets, no other jets except those from QCD radiation, and large missing transverse energy. The following cuts were made \([20-23]\) to extract the signal and reject Standard Model backgrounds:

- \( E_T^\text{miss} > 400 \) GeV;
- two hard central jets with \( p_T > 200 \) GeV and \( |\eta| < 2 \);
- \( p_{T,1} + p_{T,2} > 500 \) GeV;
- \( \Delta R > 1 \) between the two jets;

![Figure 20-34](image-url)
Figure 20-35 Distributions for the signal plus background (curves) and background (shaded) of the $p_T$ of the hardest jet and the hardest two jets, the dijet mass, and the dijet $p_T$ for the $\tilde{t}_R$ production signal at Point 1.

- no additional jets with $|\eta| < 5$ and $p_T > 15$ GeV at low luminosity or $p_T > 40$ GeV at high luminosity;
- no leptons or $\tau$-jets.

After these cuts the SUSY signal is dominated by $\tilde{q}_R\tilde{q}_R$ pairs and $\tilde{q}_R$ associated production, and the Standard Model background is quite small. The resulting $p_T$ and mass distributions for the two hard jets are shown in Figure 20-35. The relative backgrounds for high luminosity are slightly worse because of the need to relax the jet veto. While these distributions do not exhibit any endpoints or other structure that can be directly related to masses, they are still sensitive to the squark mass. Figure 20-36 shows the $p_T$ distributions for three different squark masses; a Kolmogorov test using these shapes is able to distinguish masses differing by about $\pm 25$ GeV. After systematic effects – including the jet and $E_T^{miss}$ energy scales, uncertainty in QCD effects such as initial state radiation, and the error in the $\tilde{\chi}_1^0$ mass – are taken into account, the sensitivity of this distribution to the $\tilde{q}_R$ mass is estimated to be about $\pm 40$ GeV for $30 \, fb^{-1}$ and about $\pm 15$ GeV for $300 \, fb^{-1}$ [20-23].
20.2.7.2 $\tilde{\chi}^\pm_2$ signature at Point 4

Point 4 was chosen to be close to the boundary for radiative electroweak symmetry breaking. Hence, $\mu$ is relatively small, and there is a large mixing between gauginos and Higgsinos. Production of the heavier charginos and neutralinos is therefore enhanced; about 85% of the $Z \rightarrow \tilde{t}^+ \tilde{t}^-$ peak in Figure 20-10 comes from $\tilde{\chi}^\pm_2 \rightarrow \tilde{\chi}^\pm_1 Z$.

To select these events and reject Standard Model backgrounds the following rather tight requirements were imposed [20-25]:

- two isolated, opposite-sign, same-flavour leptons with $p_T > 20$ GeV and $|\eta| < 2.5$ having $87 < M_{ll} < 97$ GeV;
- a third isolated lepton with $p_T > 10$ GeV and $|\eta| < 2.5$;
- $E_T^{\text{miss}} > 100$ GeV;
- at least four jets with $p_T > 100, 50, 40, 40$ GeV and $|\eta| < 3.2$.

The last three cuts are mainly intended to remove the Standard Model backgrounds. After these cuts there about 250 signal events, 60 background events from other SUSY processes, and 4 $t\bar{t}$ events, the dominant Standard Model background, for an integrated luminosity of 30 fb$^{-1}$.
The rate for $Z \rightarrow l^+l^-$ in SUSY events provides a rough estimate of the $\tilde{\chi}^\pm_2$ mass, $240 < M(\tilde{\chi}^\pm_2) < 400$ GeV. The mean transverse momentum $\langle p_T^Z \rangle$ of the $Z$ is also sensitive to the masses [20-25]. A full analysis would require comparing all the relevant distributions with many samples of events varying all the model parameters. As a first step, several SUSY samples were generated changing $M(\tilde{\chi}^\pm_2)$ keeping everything else constant [20-25]. The $\langle p_T^Z \rangle$ for these samples is shown in Figure 20-37. The mean can be measured to an accuracy of $\pm 7$ GeV for $10$ fb$^{-1}$ and $\pm 3$ GeV for $100$ fb$^{-1}$; the corresponding statistical errors on the mass are three times greater. The systematic errors are unimportant compared to the statistical errors. Various systematic effects on the relation between $\langle p_T^Z \rangle$ and $M(\tilde{\chi}^\pm_2)$ could be important and were considered [20-25]. If initial state radiation is switched off completely, $\langle p_T^Z \rangle$ decreases by only $5$ GeV. The corresponding error on the $\chi^\pm_2$ mass should be much smaller than this. The value of $\langle p_T^Z \rangle$ also depends on the gluino and $\chi^\pm_1$ masses. Within the minimal SUGRA framework, these have estimated errors from other measurements of $\pm 10$ GeV and $\pm 2.5$ GeV respectively, and variations within these limits have a negligible effect on the $\chi^\pm_2$ mass measurement. The final estimate of the result from this method is therefore $M(\tilde{\chi}^\pm_2) = 315 \pm 21 \pm 9$ GeV for low luminosity and $M(\tilde{\chi}^\pm_2) = 315 \pm 7 \pm 4$ GeV for high luminosity, where the first error is statistical and the second is systematic.

20.2.7.3 Top production signature at Point 5

At Point 5 there is significant top production in SUSY events from $\tilde{t}_1 \rightarrow \tilde{\chi}^0_1 t$ and $\tilde{b}_1 \rightarrow \tilde{\chi}^\pm_1 t$, where the $\tilde{t}_1$ and $\tilde{b}_1$ may be produced either directly or from gluino decays. Since there are not enough constraints to reconstruct a missing neutrino, it is necessary to rely on hadronic top decays. The following cuts were used to make a first selection of events [20-26]:

- $E_T^{miss} > 200$ GeV;
- no leptons and $\tau$-jets;
- two and only two tagged $b$-jets with $p_T > 30$ GeV;
- at least four additional central jets with $p_T > 30$ GeV and $|\eta| < 3.0$.

Top candidates were then selected from this sample of events:

1. Pairs $jj$ of jets not tagged as $b$’s with a mass $M_{jj} = M_W \pm 15$ GeV were selected, and the mass $M_{jjb}$ of these with one of the tagged $b$-jets was calculated.
2. The pairings were required to be unique, so no jet is used twice.
3. The pairing that minimised $\chi^2 = (M_{jjb}^\text{1} - M_j)^2 + (M_{jjb}^\text{2} - M_j)^2$ was chosen.
4. The $jj$ momenta were rescaled to obtain the correct $W$ mass, and the $jjb$ mass was recomputed.
Each step narrows the width of the $M_{jjb}$ peak at the top mass. The final result after all four steps is shown in Figure 20-38, where the SUSY combinatorial background was estimated using the $W$ sidebands $M_{jj} = 50 \pm 15$ GeV and $M_{jj} = 110 \pm 15$ GeV. The peak with the combinatorial background subtracted is shown in Figure 20-39. For an integrated luminosity of $30$ fb$^{-1}$, 1200 SUSY events are expected having a $t\bar{t}$ pair with reconstructed masses within $\pm 30$ GeV of the top mass. (It should be noted, however, that this analysis is based on PYTHIA 2.08; ISAJET 7.27 predicts a smaller signal). Since direct $\tilde{t}_1$ production is small, the observation of $t\bar{t}$ provides an indication that $\tilde{g} \rightarrow t\bar{t}$ is kinematically allowed. Partial reconstruction of either the direct production or the gluino decay is not easy due to the large SUSY backgrounds but could provide additional constraints on the SUSY model [20-26].

20.2.7.4 Direct slepton production at Point 5

At Point 5, while the $\tilde{t}_R$ are copiously produced in cascade decays involving the $\tilde{\chi}_0^0$, the $\tilde{t}_L$ are produced mainly through the Drell-Yan process $q\bar{q} \rightarrow \gamma^* Z^* \rightarrow \tilde{\chi}_1^0 \tilde{t}_L$. Since the branching ratio for $\tilde{t}_L \rightarrow \tilde{\chi}_1^0 t$ is larger than 95%, the signature is an acoplanar pair of opposite-sign, same-flavour leptons, large $E_T^{miss}$, and no additional jets. The potential backgrounds from $t\bar{t}$ and from other SUSY processes are much larger than the signal, so rather hard cuts are necessary.

The signal and the Standard Model and SUSY backgrounds were generated with PYTHIA, and the detector response was simulated with ATLFAST. For low luminosity the following cuts were applied [20-26]:

- $E_T^{miss} > 120$ GeV;
- two opposite-sign, same-flavour leptons (lepton $\equiv e, \mu$) with $p_T > 30$ GeV and $|\eta| < 2.5$;
- angular separation $\Delta\phi < 2$ for the two leptons;
- no jets with $p_T > 15$ GeV and $|\eta| < 5$. 

![Figure 20-38](image1.png) Top signal (open), estimated combinatorial background (shaded) at Point 5, and SM $t\bar{t}$ production.

![Figure 20-39](image2.png) Background-subtracted top signal at Point 5.
Such a strict jet veto is needed to reduce the $t\bar{t}$ background to an acceptable level, while the $\Delta\phi$ cut helps to reduce the $WW$ background. These cuts also essentially eliminate the $t_{\tilde{R}}t_{\tilde{R}}$ background, which gives leptons that are softer and/or more collinear. The jet veto is sufficient to make the other SUSY backgrounds negligible. After these cuts, there is a total of 58 signal events, with backgrounds of 14 $WW$ and four $t\bar{t}$ events for an integrated luminosity of 30 fb$^{-1}$. Since the number of events is small, it is important to extend this search to high luminosity. This requires relaxing the jet veto. The last two cuts above were replaced by:

- angular separation $\Delta\phi < 2.5$ for the two leptons;
- no jets with $p_T > 40$ GeV and $|\eta| < 5$.

With these cuts there are a total of 600 signal events with backgrounds of 140 $WW$ events and 140 $t\bar{t}$ events for an integrated luminosity of 300 fb$^{-1}$. While the signatures for sleptons are obviously difficult, it would be possible to detect the $l_{\tilde{L}}$ at this point with ATLAS using the full luminosity of the LHC.

The dilepton signal does not provide a direct measurement of the slepton mass. Since the Drell-Yan cross section can be calculated with reasonable accuracy, it is possible to estimate the mass using the observed rate, but the accuracy will be limited by the knowledge of the efficiency of the cuts and by the uncertainty on the branching ratio and on the luminosity measurement (See Chapter 13). There is also sensitivity to the mass in the kinematic distributions, specifically in the $p_T$ of the dilepton pair. This distribution is shown in Figure 20-40 for two different values of the slepton mass. A very precise measurement of the mass seems difficult.

If the $l_{\tilde{L}}$ were slightly heavier, then it would also be possible to search for a four-lepton signal from one $l_{\tilde{L}} \rightarrow \tilde{\chi}_1^0 l$ decay and one $l_{\tilde{L}} \rightarrow \tilde{\chi}_2^0 \ell$ or $l_{\tilde{L}} \rightarrow \tilde{\chi}_2^0 h$ decay. In principle the endpoint of the trilepton mass can be used to determine the slepton mass, although the rates are marginal. Such a case is discussed in Section 20.2.10 below.

### 20.2.8 Exclusive SUGRA measurements for large $\tan\beta$

SUGRA phenomenology for $\tan\beta \geq 10$ is more complicated because of the need to include additional Yukawa couplings and mixings in the $b$ and $\tilde{\tau}$ sectors. For this technical reason the five LHCC SUGRA points were all selected to have $\tan\beta \leq 10$. Hence, at least one of the modes $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 \ell$, $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 l$, or $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_2^0 h$ was available for each point to provide a good starting point for exclusive measurements. There is, however, no reason to disfavour larger values of $\tan\beta$. The most important effect of large $\tan\beta$ is that the splitting between the $\tilde{\tau}_1$ and the other sleptons is increased. If $m_{1/2}$ is small enough so that $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 h$ and $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 Z$ are forbidden and $m_0$ large enough that $\tilde{\chi}_2^0 \rightarrow l_{\tilde{L,R}}l$ is also forbidden, then the only allowed two-body decays for the light gauginos can be $\tilde{\chi}_2^\pm \rightarrow \tilde{\tau}\nu$ and $\chi_1^\pm \rightarrow \tilde{\tau}\nu$. These modes are then dominant, and none of the signatures discussed in Section 20.2.3 – 20.2.7 can be used.
SUGRA Point 6 in Table 20-3 is an example of such a point. The masses are listed in Table 20-4. Since the masses are light to avoid $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 h$, the cross section is large, 99 pb. Some of the most important branching ratios are

$$BR(\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^+ \tau^-) = 99.9\%$$
$$BR(\tilde{\chi}_1^0 \rightarrow \tilde{\chi}_1^0 \nu) = 99.9\%$$
$$BR(\tilde{\chi}_1^0 \rightarrow \tilde{\chi}_1^0 Z) = 13\%$$
$$BR(\tilde{\chi}_1^0 \rightarrow \tilde{\chi}_1^0 \bar{b}b) = 55\%$$
$$BR(\tilde{\chi}_1^0 \rightarrow \tilde{\chi}_1^0 \bar{q}q) = 3\%$$

To study this point it is essential to use $\tau$ decays. Since SUSY events have additional missing energy from the $\tilde{\chi}_1^0$, it is not possible to reconstruct the $\tau$ momenta using the missing transverse energy as is done for $A \rightarrow \tau\tau$ in Section 9.3.3.4. Therefore, this analysis relies mainly on hadronic $\tau$ decays; the selection is biased towards multi-body decays, e.g., $\tau \rightarrow \rho \nu$ or $\tau \rightarrow a_1 \nu$, so that the visible momentum is closer to the true $\tau$ momentum.

ISAJET 7.37 was used [20-33] to generate a total of 600000 signal events. Because the masses are low, the cross section is large; this sample corresponds to an integrated luminosity of about 6 fb$^{-1}$. The response of ATLAS to these events was simulated with a simple particle-level simulation, including Gaussian resolutions and overall coverage but no cracks or non-Gaussian tails. Jets with $p_T > 25$ GeV were found using a simple fixed-cone jet algorithm with $R = 0.4$. Leptons were required to have $p_T > 10$ GeV and $|\eta| < 2.5$ and to be isolated, with $E_T < 10$ GeV in a $R = 0.2$ cone. An additional efficiency of 90% is included for each lepton. Where relevant, jets were assumed to be misidentified as photons with a probability of $10^{-3}$, significantly worse than what is actually expected.

Such a simple, particle-level simulation is inadequate to describe the measurement of $\tau$'s; for example, the conversion of photons in the tracker has a non-trivial effect on the observed multiplicity in jets. Hence, a parametrisation of the $\tau$ response based on full GEANT simulation was developed [20-34]. Several samples of $Z \rightarrow \tau\tau$ events in various $p_T$ ranges were generated with PYTHIA, and the ATLAS response was simulated with DICE and ATRECON. An algorithm to identify $\tau$-jets based on the jet mass, multiplicity, and isolation criteria based on this simulation was then developed. The algorithm, described in Section 9.3.3.2, was optimised for $\tau\tau$ mass resolution rather than $\tau$ identification, so it is biased both against single pion decays and against jet masses greater than $M_{\tau\tau}$. It accepts 41% of the $\tau$ hadronic decays while giving a rejection of about 15 against light quark jets, which is adequate for the purpose. The mean value of the visible mass is $M_{\text{vis}} = 0.66M_{\tau\tau}$ for all of the $p_T$ ranges considered, and the resolution is approximately Gaussian with $\sigma/M_{\text{vis}} = 0.12$. The sign of the $\tau$ is identified correctly 92% of the time, from the charge of the tracks ascribed to the $\tau$ decay.

These results from full simulation provided the basis for $\tau$ identification and reconstruction in the SUSY and the Standard Model background samples. The jets found from the particle-level simulation were compared with the $\tau$'s from the event generator. If there was a $\tau$ within $\Delta R < 0.4$ of a jet and its hadronic decay products satisfied $E_T > 0.8E_{\text{jet}}$, the jet was assumed to be a $\tau$; otherwise it was assumed to be a normal jet. The $\tau$ identification or misidentification probabilities from the full simulation were then applied to obtain the reconstructed $\tau$'s. Masses for $\tau\tau$ pairs were calculated by smearing the generated masses with the resolution and shift from the full simulation rather than by using the jets. The charges were also assigned using the probabilities from the full simulation. This approach makes it possible to apply at least the main results from the GEANT simulation to large event samples.
20.2.8.1 Effective mass

The first step in the analysis is to look for a deviation from the Standard Model with a strategy similar to that for moderate $\tan\beta$. Gluinos and squarks decay to give signatures with multiple jets (including $\tau$-jets) and missing energy. Events were selected with cuts very similar to those used in Section 20.2.1:

- at least four jets, some of which may be $\tau$’s, with $p_T > 100, 50, 50, 50$ GeV;
- $E_T^{\text{miss}} > \max(100$ GeV, $0.2M_{\text{eff}})$;
- transverse sphericity $S_T > 0.2$;
- no $\mu$ or isolated $e$ with $p_T > 20$ GeV and $|\eta| < 2.5$.

Figure 20-41 shows the distribution of effective mass $M_{\text{eff}}$ after these cuts. As before, the signal dominates over the background for large $M_{\text{eff}}$ by about a factor of ten. Since the masses must be fairly low to exclude $\tilde{\chi}^0_2 \rightarrow \tilde{\chi}^0_1 h$, the cross section is large. Discovery of this signal is therefore easy and does not depend on measuring $\tau$’s.

20.2.8.2 $\tau\tau$ mass distribution

It can be seen from Figure 20-41 that the SUSY signal dominates over the Standard Model background if the lepton cut is replaced by: $M_{\text{eff}} > 500$ GeV.

Two $\tau$’s are also required, and the lepton veto is then omitted. If the $\tau\tau$ mass distribution could be measured directly, it would show a sharp edge from $\tilde{\chi}^0_2 \rightarrow \tilde{\tau}_1 \tau$ at

$$M_{\tau\tau}^{\text{max}} = M_{\tilde{\chi}^0_2} \sqrt{1 - \frac{M_{\tilde{\tau}_1}^2}{M_{\tilde{\chi}^0_2}^2}} \left(1 - \frac{M_{\tilde{\chi}^0_2}^2}{M_{\tilde{\chi}^0_1}^2}\right) = 59.64 \text{ GeV}.$$ 

The selection discussed earlier is biased towards higher mass $\tau$ decays, for which the visible energy is closer to the true energy. The visible $\tau\tau$ mass distribution is shown in Figure 20-42 for real $\tau\tau$ pairs and for pairs made with a fake $\tau$. The edge structure is clearly visible in the real distribution, although it is of course smeared out by the missing neutrinos. The fake mass distribution is concentrated at higher masses, reflecting the larger gluino and squark masses.

Figure 20-43 shows the distribution of visible masses resulting from scaling the generated masses by $\pm 7.5\%$ from the nominal values in order to test the sensitivity. These curves could be distinguished statistically, but understanding the background under the edge might be a problem since it is still quite large.
Since the SUSY cross section is dominated by \( \tilde{g}\tilde{g} \) and \( \tilde{g}\tilde{q} \) production and the gluino is a Majorana fermion, most of the background from two \( \tilde{\chi}_1^\pm \to \tau^\pm \nu \) decays cancels in the \( \tau^+\tau^- - \tau^\pm\tau^\mp \) combination. The fake \( \tau \) background has random signs, so it also cancels. The \( \tau^+\tau^- - \tau^\pm\tau^\mp \) mass distribution is shown in Figure 20-44. The fake background is much smaller and the signal to background ratio for the edge is much better than in the previous figures. The signal beyond the endpoint is real and comes from \( \tilde{\chi}_4^0 \) and \( \tilde{\chi}_3^0 \) decays. Since the real fluctuations would be smaller than those in Figure 20-43, and \( \tau \) decays are well understood, an error of 5% on the \( \tau\tau \) endpoint should be achievable. The dominant error probably comes from the uncertainty on the effect of the \( \tau \) identification cuts and so is difficult to estimate without much more study.

\[ \tilde{g} \to \tilde{b}\tilde{b} \to \tilde{\chi}_1^0\tau\tau\tilde{b}\tilde{b} \]

At Point 5 it was possible to combine a \( l^+l^- \) pair with a hard jet to obtain a signal for \( \tilde{u}_L \) (see Section 20.2.4.3). While a similar analysis is possible in principle for Point 6 using a \( \tau^+\tau^- \) pair, it is much more difficult. It seems necessary both to use heavy flavour tagging and to reconstruct the gluino to get a good signal.

---

**Figure 20-42** Visible \( \tau\tau \) mass at Point 6 after cuts. The dashed curve is the background from fake \( \tau \)’s; the shaded histogram is the Standard Model background.

**Figure 20-43** Visible mass distribution for real \( \tau\tau \) pairs from Figure 20-42 compared with same distributions scaled by \( \pm 7.5\% \).

**Figure 20-44** \( \tau^+\tau^- - \tau^\pm\tau^\mp \) mass distribution for Point 6 signal (solid) and for background from fake \( \tau \)’s (dashed).
The same jet, effective mass, and missing energy cuts were made as before. Events were then selected to have:

- two $\tau$'s with a visible $M_{\tau\tau}$ within 10 GeV of the peak in Figure 20-42;
- at least one tagged $b$-jet with $p_T > 25$ GeV.

The resulting $\tau^+\tau^- b$ - $\tau^+\tau^- b$ visible mass distribution is shown in Figure 20-45. If the $\tau$'s were perfectly measured, this would have an endpoint at

$$M_{\tau\tau}^{\text{max}} = \left[ \frac{(M_{\tilde{b}_1}^2 - M_{\tilde{\chi}_{20}^0}^2)(M_{\tilde{b}_1}^2 - M_{\tilde{\chi}_{10}^0}^2)}{M_{\tilde{\chi}_{20}^0}^2} \right]^{1/2} = 303.9 \text{ GeV}$$

analogous to that for Point 5 in Figure 20-20. There is perhaps some structure but nothing like a real endpoint. The distribution is, however, clearly different from the same distribution with non-$b$ jets shown in Figure 20-46.

A somewhat better signal can be obtained by requiring two tagged $b$-jets and reconstructing the gluino and squark simultaneously. This is similar to what was done for Point 3 in Section 20.2.4.1. Events were selected with a visible mass $40 < M_{\tau\tau} < 60$ GeV, and the momentum of the $\tilde{\chi}_{10}^0$ was estimated using the analog of Equation 20-7. This approximation is not as good as in the previous case: because this is a two-step decay, the $\tilde{\chi}_{10}^0$ momentum would not vanish at the endpoint even if the $\tau$'s were perfectly measured. Also, the difference $M_{\tilde{g}} - M_{\tilde{b}_1}$ is larger in this case, so the resolution on it is not as good. Nevertheless, the plot, Figure 20-47, of
The $\tau\tau$ signatures at Point 6 come primarily from $\tilde{q}_L$ decays. It is also possible to produce $\tilde{q}_R\tilde{q}_R$ pairs, either directly or from gluino decays. Since for squarks of the first two generations the decay $\tilde{q}_R \rightarrow \tilde{\chi}_1^0 q$ has a branching ratio of more than 95%, such events are characterised by two hard jets, no additional soft jets except those from gluino decay or initial state radiation, and large missing energy. The analysis is analogous to the one performed in Section 20.2.7.1. To select this signature, events were therefore selected to have:
Supersymmetry

The $p_T$ distribution for the two hardest jets in the events that are accepted by these cuts are shown in Figure 20-50. The mean $p_T$ is a function of the squark mass, or rather of a complicated function of the squark production kinematics and of the energy release $M_{\tilde{q} R} (1 - \frac{M_{\tilde{q} R}^2}{M_{\tilde{q} R}^2})$. The statistical error on the mean is tiny, so the only significant errors are systematic. The total systematic error on $M_{\tilde{q} R}$ should be 25–50 GeV for 30 fb$^{-1}$ and somewhat less for 300 fb$^{-1}$ as the errors are better understood. These errors are used in the fits in Section 20.2.9 below.

### 20.2.9 Fitting minimal SUGRA parameters

Once a number of experimental constraints on combinations of masses have been set with methods like those described above, they can be used in a global fit to determine the parameters of a SUSY-breaking model [20-22, 20-27]. Clearly this requires that the model have only a limited number of parameters. This subsection gives the results of fitting the measurements discussed above to the minimal SUGRA model. This minimal model of course can fit the data by construction. Section 20.2.10 describes how well extra parameters corresponding to a few possible extensions of the minimal model could be constrained. A general treatment of non-minimal models seems very difficult without experimental data to provide guidance.

While some model-independent masses can be determined as described in Section 20.2.6, most of the measurements correspond to combinations of masses. Fitting masses or combinations of masses is much simpler than fitting kinematic distributions: for each point in the parameter space of the model it is sufficient to calculate the spectrum rather than generating and analysing a full sample of events. Also, expressing the results in terms of masses makes it easy to combine results derived using different event generators or different versions of the same generator. Thus, for simplicity all the fits have been done using only masses or combinations of masses. For a measurement such as the $\tilde{q}_R \rightarrow \tilde{\chi}_1^0 q$ signature described in Section 20.2.7.1, an approximate equivalent error on the squark mass was assigned. Measurements of this sort are noted below. Of course, if SUSY is discovered, a much more general analysis will be done using many event samples to fit all of the available data, also including the information from branching fractions and cross sections measurements.

The fits for Points 1–5 were made before a correct treatment of large $\tan \beta$ was available in the generator, so an artificial restriction on it had to be imposed. An initial scan of 300000 points was made covering the range

\[ E_T^{\text{miss}} > \max(200 \text{ GeV}, 0.2 M_{\tilde{\ell}_1}) \]
\[ \text{two jets with } p_T > 150 \text{ GeV} \]
\[ \text{no additional jets with } p_T > 25 \text{ GeV} \]
\[ \text{no leptons, } b \text{-jets, or } \tau \text{-jets.} \]
$50 < m_0 < 1000 \text{ GeV}$

$100 < m_{1/2} < 700 \text{ GeV}$

$1 < \tan \beta < 15$

for both signs of $\mu$. The RGE’s cause the parameters $A_t$, $A_b$, and $A_{\tau}$ that appear in the weak-scale mass matrices to evolve to approximate fixed points with very little dependence on the GUT-scale parameter $A_0$, which therefore cannot be determined and was not included in the scan. For each point in the scan, all the measured masses or combinations of masses were calculated, and the point was weighted using the estimated experimental errors, artificially inflated if necessary to obtain a reasonable number of solutions. After this initial scan found an approximate allowed region, more points were generated in this smaller region until the errors were determined for $\Delta m_h$, corresponding to an initial three years at low luminosity, and for $300 \text{ fb}^{-1}$, corresponding to the ultimate reach of ATLAS. For Point 6 a similar method was used with the scan region extended to $\tan \beta < 60$.

The theoretical treatment used to calculate the masses is not perfect. The RGE’s are calculated to two loops in gauge couplings and one loop in Yukawa couplings, the thresholds are treated as step functions, and no GUT-scale physics is included. It is assumed that these things can be improved, so no associated errors are included in the fits. The calculation of the light Higgs mass is more difficult. The one-loop effective potential used to calculate it is rather sensitive to the choice of scale, and the leading two-loop effects from the running top quark mass are known to be important. Since the expected experimental error on the mass from $h \rightarrow \gamma \gamma$ is at the 0.1% level (see Section 19.2.2), three cases are considered here:

- **Low-L**: includes statistical errors for low luminosity, $30 \text{ fb}^{-1}$, the systematic errors on the electromagnetic, muon, and jet energy scales previously mentioned, and a theory-dominated error of $\Delta m_h = \pm 1 \text{ GeV}$ on the light Higgs mass.
- **High-L**: includes statistical errors for high luminosity, $300 \text{ fb}^{-1}$, the systematic errors on the electromagnetic, muon, and jet energy scales previously mentioned, and a theory-dominated error of $\Delta m_h = \pm 1 \text{ GeV}$ on the light Higgs mass.
- **Ultimate**: The same as High-L but including only the experimental error $\Delta m_h = \pm 0.2 \text{ GeV}$ on the light Higgs mass.

The fits for each point will be described in turn.

| Table 20-5 | Inputs for the minimal SUGRA model fits at Points 1 and 2. The measurements listed below the heavy rule determine combinations of masses and production dynamics. The High-L and Ultimate measurements differ only in the error on the Higgs mass. |
|---|---|---|---|
| Quantity | Reference | Low-L | Ultimate |
| $M_h$ (Point 1) | Section 19.2.2 | $95.4 \pm 1.0 \text{ GeV}$ | $95.4 \pm 0.2 \text{ GeV}$ |
| $M_h$ (Point 2) | Section 19.2.2 | $115.3 \pm 1.0 \text{ GeV}$ | $115.3 \pm 0.2 \text{ GeV}$ |
| $M_{h_{\max}}$ | Section 20.2.5 | $758.3 \pm 25 \text{ GeV}$ | $758.3 \pm 13 \text{ GeV}$ |
| $M_{q_R}$ | Section 20.2.7.1 | $959 \pm 40 \text{ GeV}$ | $959 \pm 15 \text{ GeV}$ |
| $M_{\tilde{g}}$ | [20-23] | $1004 \pm 25 \text{ GeV}$ | $1004 \pm 12 \text{ GeV}$ |
| $M_{t_1}$ (Point 1) | [20-23] | none | $647 \pm 100 \text{ GeV}$ |
| $M_{t_1}$ (Point 2) | [20-23] | none | $713 \pm 100 \text{ GeV}$ |
20.2.9.1 Points 1 and 2

Points 1 and 2 are high-mass points with relatively small cross sections. The decay $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 h$ is completely dominant, so there are fewer well-measured quantities than at some of the other points. These two points differ only in $\tan \beta$ and the corresponding light Higgs mass, so they will be discussed together. The measurements are summarised in Table 20-5 together with references to the appropriate sections of this document or supporting notes. In addition, it should be possible to measure $m_{\tilde{\chi}_1^0}$ as discussed in Section 20.2.6, but not enough work has been done to assign a reliable error. The measurements listed below the line in Table 20-5 do not measure the masses directly. For example, the measurement described in Section 20.2.7.1 measures a combination of $m_{\tilde{\chi}_1^0}$ and $m_{\tilde{\chi}_1^0 \tilde{\chi}_1^0}$ masses plus the production kinematics. Treating it as a measurement of a single mass is a reasonable first approximation and a necessary one to allow a scan of the whole parameter space to be made with moderate effort.

The results of the fit [20-27] are summarised in Table 20-6. The value of $m_0$ is not very well determined because sleptons do not occur in cascade decays at this point to any significant extent, and they are too heavy to be produced directly. Thus the only information on $m_0$ comes from the squark masses, which are dominated by $m_{1/2}$.

The determination of $\tan \beta$ comes mainly from the light Higgs mass, which also depends on $\text{sgn} \mu$. Figure 20-51 shows the light Higgs mass and the branching ratio for $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 Z$ as functions of $\tan \beta$ for both signs of $\mu$. Each curve consists of many points corresponding to choices of the other parameters that are consistent with all the measurements except the Higgs mass in Table 20-5. For Point 1, the lower part of the figure shows that the Higgs mass determines two different values of $\tan \beta$ corresponding to the two signs of $\mu$. These values are indicated by the vertical lines in the upper half of the figure. Since the corresponding branching ratios for $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 Z$ are quite different, the two solutions can be distinguished by using the relative rates for $Z \rightarrow ll$ and $h \rightarrow b\bar{b}$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Low-L</th>
<th>High-L</th>
<th>Ultimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_0$</td>
<td>$400 \pm 100$ GeV</td>
<td>$400 \pm 100$ GeV</td>
<td>$400 \pm 100$ GeV</td>
</tr>
<tr>
<td>$m_{1/2}$</td>
<td>$400 \pm 10$ GeV</td>
<td>$400 \pm 8$ GeV</td>
<td>$400 \pm 8$ GeV</td>
</tr>
<tr>
<td>$\tan \beta$ (Point 1)</td>
<td>$2.00 \pm 0.08$</td>
<td>$2.00 \pm 0.08$</td>
<td>$2.00 \pm 0.02$</td>
</tr>
<tr>
<td>$\tan \beta$ (Point 2)</td>
<td>$10.0 \pm 2.0$</td>
<td>$10.0 \pm 2.0$</td>
<td>$10.0 \pm 1.2$</td>
</tr>
</tbody>
</table>

**Figure 20-51** Higgs mass and $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 Z$ branching ratios as functions of $\tan \beta$ and $\text{sgn} \mu$ scanned over the allowed values of the other parameters.
For Point 2, the Higgs mass has a much weaker dependence on $\tan \beta$ and is almost independent of $\sgn \mu$. The allowed region, again indicated by vertical lines, corresponds to different rates for $Z \to ll$ and $h \to b\bar{b}$. This can be used to determine $\sgn \mu$, as was discussed in Section 20.2.5. Presumably these branching ratios could also be used in a more quantitative way to improve the measurement of $\tan \beta$ at Point 2, but this has not been studied.

### 20.2.9.2 Point 3

Point 3 is a low-mass point with many well-measured quantities. The best-measured ones are summarised in Table 20-7. The measurements listed below the line in the table actually determine combinations of masses. For example, the scatter plot shown in Section 20.2.4.1 really measures $M_{\tilde{b}_1} - 1.5 M_{\tilde{\chi}^0_1}$ rather than $M_{\tilde{b}_1}$. Within the minimal SUGRA model, however, $M_{\tilde{\chi}^0_1}$ is known since $M_{\tilde{\chi}^0_1} - M_{\tilde{\chi}^0_1}$ is accurately measured and the two gaugino masses are related by the GUT condition

$$m_1 = \frac{5}{3} \tan^2 \theta_w m_2.$$  

Hence the distinction is less significant than for Points 1 and 2. While the fit is done including all the information simultaneously, $m_{1/2}$ is mainly determined by $M_{\tilde{\chi}^0_1} - M_{\tilde{\chi}^0_1}$, which is accurately measured from the dilepton endpoint. Then $m_0$ is determined by measuring a squark mass using either $M_{\tilde{b}_1}$ or $M_{\tilde{g}} - M_{\tilde{b}_1}$. Finally, $\tan \beta$ is determined by the Higgs mass, which also fixes the sign of $\mu$. Given the tiny statistical errors for this low-mass point, it is therefore not surprising that all the parameters are accurately determined, as summarised in Table 20-8. The masses in this case are so light that all the errors are dominated by systematic effects, so there is little improvement with increasing luminosity.

Point 3 is of course somewhat unrepresentative, both because of its low masses and because of its unusual branching ratios. Detailed study of SUSY at the LHC will in general require the full luminosity available.

### Table 20-7

Inputs for the minimal SUGRA model fit at Point 3. The measurements listed below the heavy rule really determine combinations of masses and production dynamics.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Reference</th>
<th>Low-L</th>
<th>Ultimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_h$</td>
<td>Section 19.2.2</td>
<td>$68.5 \pm 3.0$ GeV</td>
<td>$68.5 \pm 0.2$ GeV</td>
</tr>
<tr>
<td>$M_{\tilde{\chi}^0_1} - M_{\tilde{\chi}^0_1}$</td>
<td>Section 20.2.3</td>
<td>$52.42 \pm 0.05$ GeV</td>
<td>$52.42 \pm 0.05$ GeV</td>
</tr>
<tr>
<td>$M_{\tilde{g}} - M_{\tilde{b}_1}$</td>
<td>Section 20.2.4.1</td>
<td>$20.3 \pm 2.0$ GeV</td>
<td>$20.3 \pm 2.0$ GeV</td>
</tr>
<tr>
<td>$M_{\tilde{b}_1}$</td>
<td>Section 20.2.4.1</td>
<td>$278.1 \pm 3.0$ GeV</td>
<td>$278.1 \pm 3.0$ GeV</td>
</tr>
<tr>
<td>$M_{\tilde{q}_L}$</td>
<td>Section 20.2.4.1</td>
<td>$320.5 \pm 20.0$ GeV</td>
<td>$320.5 \pm 10.0$ GeV</td>
</tr>
</tbody>
</table>

### Table 20-8

Results of a fit of the minimal SUGRA model to the measurements in Table 20-7.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Low-L</th>
<th>High-L</th>
<th>Ultimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_0$</td>
<td>$200.0 \pm 10.0$ GeV</td>
<td>$200.0 \pm 6.0$ GeV</td>
<td>$200.0 \pm 5.0$ GeV</td>
</tr>
<tr>
<td>$m_{1/2}$</td>
<td>$100.0 \pm 1.0$ GeV</td>
<td>$100.0 \pm 1.0$ GeV</td>
<td>$100.0 \pm 1.0$ GeV</td>
</tr>
<tr>
<td>$\tan \beta$</td>
<td>$2.00 \pm 0.05$</td>
<td>$2.00 \pm 0.05$</td>
<td>$2.00 \pm 0.02$</td>
</tr>
</tbody>
</table>
20.2.9.3 Point 4

The squarks and sleptons are heavy at Point 4 because \( m_0 \) is very large. As a result, most of the measurements are controlled by gluino and gaugino masses, which have very little sensitivity to \( m_0 \). A number of possible methods to determine \( m_0 \) have been investigated [20-25]. The best approach seems to be to make a rough measurement of the squark mass by selecting events with at least five hard jets and large \( \mu \). The fraction of events with a large value of \( \mu \) is sensitive to the squark mass. The statistical errors are small; the main problem is to understand the systematic uncertainty on the relationship between the measured quantity and the squark mass. An estimate of this is included with the errors on the other measurements in Table 20-9.

\[
E_T^{\text{miss}} = \sum_{i=1}^{5} p_T,i
\]

is sensitive to the squark mass. The statistical errors are small; the main problem is to understand the systematic uncertainty on the relationship between the measured quantity and the squark mass. An estimate of this is included with the errors on the other measurements in Table 20-9.

The resulting fits for \( \mu > 0 \) are given in Table 20-10. As expected, \( m_{1/2} \) is well determined. Since the Higgs mass becomes insensitive to \( \tan \beta \) for large values, the errors on it are sensitive to those assumed for the Higgs mass. The violation of \( e/\mu/\tau \) universality in gaugino decays is still very small for \( \tan \beta = 10 \), so the Higgs mass is probably the only way to determine \( \tan \beta \) precisely. The errors on \( m_0 \) are larger and only improve slowly with increasing luminosity because the determination of the squark mass is limited by systematics. For low luminosity there is also a solution for \( \mu < 0 \) with \( m_0 = 820 \pm 50 \text{ GeV} \), \( m_{1/2} = 190 \pm 4 \text{ GeV} \), and \( \tan \beta = 12.5 \pm 1.5 \), but this solution does not exist for high luminosity. For all fits \( A_0 \) is essentially undetermined for the reasons already explained.
At Point 5 there are two good starting points, \( \tilde{\chi}_2^0 \rightarrow l_R l \) and \( \tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 h \), so there are many measurements that can be precisely expressed in terms of particle masses. These are summarised in Table 20-11 using masses from the same version of ISAJET that was used for the analyses described in Section 20.2.4.3 and Section 20.2.6. The statistical errors determined in those sections have been scaled appropriately with luminosity and then combined with the usual energy scale systematic errors.

The resulting fits [20-29] are shown in Table 20-12. All three parameters are well determined, but \( A_0 \) is still essentially undetermined despite all the precise measurements. This can be understood by examining the distribution shown in Figure 20-52 of the values of \( A_0 \) and of the weak scale parameters \( A_t \) and \( A_b \) allowed by the fit. Evidently the weak scale parameters, which are what can actually be measured, are reasonably well determined but are simply insensitive to \( A_0 \).
Table 20-13 Inputs for the minimal SUGRA model fit at Point 6. The measurement listed below the heavy rule really determines a combination of masses and production dynamics; conservative (optimistic) errors for it are given.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Reference</th>
<th>Low-L</th>
<th>Ultimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_h$</td>
<td>Section 19.2.2</td>
<td>111.9 ± 1.0 GeV</td>
<td>111.9 ± 0.2 GeV</td>
</tr>
<tr>
<td>$M^\text{max}_{\tau\tau}$</td>
<td>Section 20.2.8.2</td>
<td>59.6 ± 3.0 GeV</td>
<td>59.6 ± 1.2 GeV</td>
</tr>
<tr>
<td>$M_g - M_{\tilde{b}_1}$</td>
<td>Section 20.2.8.3</td>
<td>150 ± 20 GeV</td>
<td>150 ± 10 GeV</td>
</tr>
<tr>
<td>$M_{\tilde{g}}$</td>
<td>Section 20.2.8.3</td>
<td>540 ± 60 GeV</td>
<td>540 ± 30 GeV</td>
</tr>
<tr>
<td>$M_{\tilde{q}_R}$</td>
<td>Section 20.2.8.4</td>
<td>498 ± 50(25) GeV</td>
<td>498 ± 25(12) GeV</td>
</tr>
</tbody>
</table>

Table 20-14 Results of a fit of the measurements in Table 20-13 to the minimal SUGRA model. There are solutions for both signs of $\mu$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Low-L</th>
<th>High-L</th>
<th>Ultimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_0$</td>
<td>236 ± 37 GeV</td>
<td>242 ± 28 GeV</td>
<td>242 ± 25 GeV</td>
</tr>
<tr>
<td>$m_1/2$</td>
<td>200 ± 14 GeV</td>
<td>196 ± 10 GeV</td>
<td>194 ± 6 GeV</td>
</tr>
<tr>
<td>$\tan\beta$</td>
<td>41 ± 3.9</td>
<td>44 ± 1.7</td>
<td>45 ± 1.7</td>
</tr>
<tr>
<td>$A_0$</td>
<td>0 ± 180 GeV</td>
<td>−60 ± 132 GeV</td>
<td>−50 ± 80 GeV</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Low-L</th>
<th>High-L</th>
<th>Ultimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_0$</td>
<td>228 ± 39 GeV</td>
<td>237 ± 26 GeV</td>
<td>218 ± 30 GeV</td>
</tr>
<tr>
<td>$m_1/2$</td>
<td>200 ± 15 GeV</td>
<td>197 ± 9 GeV</td>
<td>196 ± 8 GeV</td>
</tr>
<tr>
<td>$\tan\beta$</td>
<td>41 ± 3.7</td>
<td>44 ± 1.7</td>
<td>44 ± 1.1</td>
</tr>
<tr>
<td>$A_0$</td>
<td>80 ± 160 GeV</td>
<td>8 ± 124 GeV</td>
<td>63 ± 71 GeV</td>
</tr>
</tbody>
</table>

20.2.9.5 Point 6

The measurements discussed previously for Point 6 are summarised in Table 20-13. For the $\tilde{q}_R$ signature the error is almost entirely systematic, and the distribution shown in Figure 20-50 is featureless. Two error estimates are given in the table; the more conservative will be used except in the Ultimate fit. The errors at high luminosity for measurements involving $\tau$‘s assume that hadronic $\tau$ decays can be identified and measured in the presence of pileup. This was not studied in Reference [20-34], but in Section 9.1.5.4 it is shown that $\tau$ identification and measurement are not significantly affected by high luminosity running.

The fit [20-33] was carried out as before extending the $\tan\beta$ range to $1 < \tan\beta < 60$. The upper limit was set because larger values lead to a negative squared mass for the $\tilde{\chi}_1^0$, breaking electromagnetic gauge invariance; it does not restrict the fit. The results are given in Table 20-14. There are nearly equivalent solutions for both signs of $\mu$. This is to be expected: by a change of conventions, the sign of $\mu$ with $\tan\beta > 0$ can be traded for the sign of $\tan\beta$ with $\mu > 0$, and $\tan\beta = \pm\infty$ are equivalent [20-35]. The value of $A_0$ is also quite well determined, in contrast to
the points with lower $\tan \beta$. While Point 6 is certainly difficult, it is surprising how much can be measured. In part this is due to the fact that the masses have to be low to avoid $\tilde{\chi}_2^0 \to \tilde{\chi}_1^0 h$, leading to large event samples.

### 20.2.10 Non-universal SUGRA models

The fits in Section 20.2.9 all assume the minimal SUGRA parameters with just four real parameters plus $\sgn \mu$. While this simplicity is somewhat justified by the universality of gravity and by the need to satisfy limits based on precision low-energy tests, it is by no means necessary. Models of physics near the Planck scale can lead to qualitatively new signatures such as flavour mixing and CP violation in the slepton sector [20-31]. For example, it is possible to have a substantial rate for $\tilde{\mu}^+ e^+ \to \tilde{\chi}_1^0 \mu^+ e^+$ at the LHC while still satisfying existing bounds on $\mu \to e\gamma$ and $\mu \to e$ conversion in the field of a nucleus. It is clear from Section 20.2.3 that this particular signature could be detected by ATLAS with good sensitivity.

A completely general SUGRA model has as many weak-scale parameters as the MSSM, so a general exploration is not possible without some experimental guidance. Since low-energy tests severely constrain flavour mixing and CP-violating phases, these are assumed to be absent, although there is no good justification for this assumption. This still leaves nineteen real parameters plus $\sgn \mu$, corresponding to the parameters of ISAJET. In this first exploration, three possible deviations from universality at the GUT scale have been considered: non-universal Higgs masses, non-universal $\tilde{u}$ and $\tilde{d}$ masses, and non-universal third generation masses. Each case can be characterised by one additional parameter. In general these new parameters are less well constrained than the minimal ones. Only exploratory work was performed on a few of the many possible variants of the model. Due to the preliminary nature of the work, in most cases no explicit numerical conclusion is drawn, but it is shown that in all considered cases ATLAS is sensitive to the model parameters.

#### 20.2.10.1 Nonuniversal Higgs masses

Additional Higgs bosons, some of them superheavy, are needed to break the GUT gauge group down to $SU(3) \times SU(2) \times U(1)$, so it makes sense to distinguish the Higgs bosons from the squarks and sleptons. For this case, the soft Higgs masses are taken to be equal but different from those of the other scalars at the GUT scale:

$$m_{H_u} = m_{H_d} = m_{0, H}$$
$$m_\phi = m_{\tilde{q}_R} = m_{\tilde{l}_L} = m_{\tilde{l}_R} = m_0$$

The measurements for Point 5 were refit including $m_{0, H}^2 > 0$ in addition to the minimal SUGRA parameters. For the five-parameter fit, the error on $m_{1/2}$ is about 20% larger, while the errors on $m_0$ and $\tan \beta$ are almost the same [20-29]. However, the new parameter is poorly constrained,

$$m_{0, H} < 400 \text{ GeV (95\% CL)}$$

The fit is insensitive to the new parameter because the derived value of $\mu$ is large, about 500 GeV. The value of $M_{H_u}$ at the weak scale is determined through the RGE’s mainly by the top Yukawa coupling and the $\tilde{t}$ mass, not by $M_{H_u}$ at the GUT scale. As a result the masses of the $\tilde{\chi}_1^0$, $\tilde{\chi}_2^0$, and $h$ have little dependence on $m_{0, H}$ unless it is of order the heavy mass scale.
To determine \( m_{0,H} \) it is necessary to measure the masses of the heavy Higgs bosons \( H \) and \( A \), which vary by about 40 GeV over this range of \( m_{0,H} \). Since at Point 5 these have small production cross sections and decay into more than 90% of the time, it seems difficult to detect them at the LHC.

### 20.2.10.2 Non-universal \( 5 \) and \( 10 \) sfermion masses

The second non-universal SUGRA possibility considered here is that the sfermions in the \( 5 \) and \( 10 \) representations of \( SU(5) \) might have different masses:

\[
\begin{align*}
    m_{d_R} &= m_{L} = m_{0,5} \\
    m_{\tilde{Q}} &= m_{\tilde{Q}} = m_{H_u} &= m_{H_d} = m_0
\end{align*}
\]

If the fit is redone for this case using only the information in Table 20-11, then only a poor limit is obtained on the new parameter:

\[
m_{0,5} < 390 \text{ GeV (95\% C.L.)}
\]

the small error on \( m_{1/2} \) about doubles and the errors on \( m_0 \) and \( \tan \beta \) increase slightly. The reason for this poor limit is that only one of the four squarks of each generation is in the \( 5 \), and its mass is dominated by \( m_{1/2} \).

The constraint on \( m_{0,5} \) can be improved by using more information. If \( m_{0,5} \leq 85 \text{ GeV} \), then the decay \( \tilde{\chi}_2^0 \rightarrow \tilde{L} l \rightarrow \tilde{\chi}_1^0 l l \) is kinematically allowed and produces a second edge in the dilepton mass distribution at

\[
M_{\mu\mu}^{\text{max}} = M_{\tilde{\chi}_2^0} \left[ 1 + \frac{M_{\tilde{L}}^2}{M_{\tilde{\chi}_2^0}^2} \left( 1 - \frac{M_{\tilde{\chi}_1^0}^2}{M_{\tilde{L}}^2} \right) \right]
\]

Near threshold, one of the leptons is very soft, so a low \( p_T \) threshold is essential. A sample of 200000 events was generated with ISAJET for \( m_{0,5} = 75 \text{ GeV} \) [20-29]. Events were selected using the same jet and missing energy cuts as for the Point 5 analysis in Section 20.2.3 but requiring two muons with \( p_T > 5 \text{ GeV} \). The resulting \( \mu^+\mu^- \) mass distribution, Figure 20-53, shows a clear second edge with an integrated luminosity of 10 fb\(^{-1}\). This edge is almost invisible in the \( e^+e^- \) mass distribution with the standard cut \( p_T > 10 \text{ GeV} \).

The slepton mass for \( m_{0,5} = 75 \text{ GeV} \) differs from that for Point 5 by only 9 GeV. It would not be easy to distinguish these using the direct slepton production analysis described in Section 20.2.7.4 even with an integrated luminosity of 300 fb\(^{-1}\). It should be possible at high...
luminosity to use that analysis to distinguish \( m_{0.5} = 150 \text{ GeV} \), for which the \( \tilde{l}_L \) is 24 GeV heavier than at Point 5. The rate of course becomes smaller for larger \( m_{0.5} \); at some point one must rely on the absence of a direct slepton signal.

Direct \( \tilde{l}^0L \) production can also give a four-lepton signature if one slepton decays via \( \tilde{l}_L \rightarrow \tilde{\chi}^0L \) and the other via \( \tilde{l}_L \rightarrow \tilde{\chi}^0L \rightarrow \tilde{\chi}^0LL \). This branching ratio is too small to be observable at Point 5 but increases for larger \( m_{0.5} \). One virtue of this signature is that the three-lepton mass has a kinematic endpoint at \( M_{\tilde{l}\tilde{l}\tilde{l}} \).

A sample of 200000 events was generated \[20-29\] with and the other parameters the same as for Point 5. The main background comes from the strong production of gluinos and squarks, so a jet veto is required even with four leptons. The following cuts were made:

- no jet with \( p_T > 40 \text{ GeV} \) and \( |\eta| < 5 \);
- at least four isolated leptons forming two opposite sign, same flavour pairs;
- \( M_{\tilde{l}\tilde{l}} < 108 \text{ GeV} \) for at least one opposite sign, same flavour pair to be consistent with a \( \tilde{\chi}^0_2 \) decay.

After these cuts, the pair with \( M_{\tilde{l}\tilde{l}} < 108 \text{ GeV} \) was combined with the lowest \( p_T \) additional lepton, since there is much more phase space for \( \tilde{l}_L \rightarrow \tilde{\chi}^0L \) than for \( \tilde{l}_L \rightarrow \tilde{\chi}^0L \). The resulting three-lepton mass distribution is shown in Figure 20-54 for an integrated luminosity of 300 fb\(^{-1}\). The number of events is small even for the full luminosity of the LHC, but an endpoint at about the right position can be seen. Combining this signature with the two-lepton direct production signature would provide sensitivity to \( m_{0.5} = 125 \text{ GeV} \), much less than the limit from fitting only the measurements in Table 20-11.

### 20.2.10.3 Non-universal third generation masses

The third possibility considered here is that the sfermions of the third generation have different masses at the GUT scale:

\[
m_{\tilde{t}_{1,2}} = m_{\tilde{b}_{1,2}} = m_{\tilde{\tau}_{1,2}} = m_{0.3},
\]

with the rest of the scalar masses being \( m_0 \). Since the \( \tilde{t}_{1,2} \) and \( \tilde{b}_{1,2} \) masses are dominated by \( m_{1/2} \), the main effect of changing \( m_{0.3} \) is on the \( \tilde{\tau}_{1,2} \) masses.

It is possible in principle to obtain information on the \( \tilde{\tau}_1 \) mass by measuring the visible \( \tau\tau \) mass distribution, as was discussed for Point 6 in Section 20.2.8.2. For Point 5, however, the branching ratio for \( \tilde{\chi}^0_2 \rightarrow \tau\tau \) is only 11.8%, opposed to 100% for Point 6, so extracting a \( \tau\tau \) endpoint is
considerably more difficult than it is at Point 6. The signal seems to be lost in the fluctuations of the backgrounds from other sources [20-29]. If $\tan \beta$ is increased somewhat, then the $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 h$ mode is closed, the slepton modes dominate, and a signal can be extracted.

It is easier, although less direct, to get information on the $\tau\tau$ distribution by counting the number of like-flavour and unlike-flavour dileptons. Events were selected with

- $E_T^{\text{miss}} > \max(0.2M_{\text{eff}}, 100 \text{ GeV})$;
- at least four $R = 0.4$ jets with $p_T > 100, 50, 50, 50 \text{ GeV}$;
- two isolated electrons or muons with $\not{p}_T > 10 \text{ GeV}$ and $|\eta| < 2.5$.

The ratio of same-flavour to opposite-flavour dileptons with opposite sign,

$$R_+ = \frac{N(e^+e^-) + N(\mu^+\mu^-)}{N(e^+\mu^-)}$$

after these cuts is given in Table 20-15 for several values of $m_{0,3}$. This ratio is equal to one for two $\tau$ decays or for any other combination of two independent decays satisfying $e - \mu$ universality; it is greater than one for flavour-correlated decays such as $\tilde{\chi}_2^0 \rightarrow ll$. Since the $\tilde{\tau}_1$ is lighter for low values of $m_{0,3}$, the decay $\tilde{\chi}_2^0 \rightarrow \tilde{\tau}\tau$ is enhanced, reducing $R_+$. For $m_{0,3} = 150 \text{ GeV}$ the $\tilde{\tau}_1$ mass is 193 GeV. In this region the two-body decay $\tilde{\chi}_2^0 \rightarrow \tilde{\tau}\tau$ is not allowed; the $\tau$ branching ratios are determined by an interference between virtual slepton and $Z$ exchange. Of course, the ratio $R_+$ is also sensitive to $\tan \beta$, so this measurement must be combined with other information such as the Higgs mass before any conclusion can be drawn.

It would also be useful to obtain a measurement of single $\tau$ production by counting the number of leptons and hadronic $\tau$ decays. Since the jet multiplicity is substantial, this requires an algorithm for selecting hadronic $\tau$’s optimised for purity rather than for visible mass resolution as in Section 20.2.8. Presumably tight isolation cuts together with a displaced vertex should be required. This has not been studied in the framework of SUSY studies, but work along these lines is documented in Section 9.1.5.2

### Table 20-15 Values of $R_+$ for Point 5 with several values of $m_{0,3}$.

<table>
<thead>
<tr>
<th>$m_{0,3}$ (GeV)</th>
<th>$R_+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>2.61</td>
</tr>
<tr>
<td>70</td>
<td>3.86</td>
</tr>
<tr>
<td>Point 5</td>
<td>3.99</td>
</tr>
<tr>
<td>150</td>
<td>4.62</td>
</tr>
<tr>
<td>200</td>
<td>4.38</td>
</tr>
</tbody>
</table>

#### 20.3 Gauge mediated SUSY breaking models

In Gauge Mediated SUSY Breaking (GMSB) models [20-13], SUSY breaking occurs in a separate sector, as in SUGRA models, but at a much lower scale, $F_m = (10^{10} \text{ GeV})^2$. It is then communicated to the MSSM particles through ordinary $SU(3) \times SU(2) \times U(1)$ gauge interactions at a messenger scale that is much lower than the Planck scale, $M_m = M_P$, and perhaps even close to the weak scale. This implies that all MSSM particles with the same Standard Model quantum numbers have the same mass at the scale $M_m$, so flavour changing neutral currents are suppressed. Since the gravitino $\tilde{G}$ gets its mass only through gravitational couplings at $M_P$, it is
much lighter than the $R = -1$ MSSM particles – generally much lighter than 1 GeV. The helicity-1/2 couplings of the gravitino are enhanced by factors of $1/M_G$, so all the other SUSY particles eventually decay into it.

The successful unification of coupling constants in the MSSM [20-12] is preserved if the messenger fields are chosen to be complete vector-like representations of $SU(5)$, e.g., $5 + \overline{5}$ or $10 + \overline{10}$. In the minimal GMSB model considered here this is assumed, but the number $N_5$ of equivalent $5 + \overline{5}$ representations is left arbitrary. A single $10 + \overline{10}$ gives $N_5 = 3$; a combination of several representations can produce a non-integer effective $N_5$. It is also assumed that electroweak symmetry is broken radiatively through the large top Yukawa coupling as in minimal SUGRA model and that $\mu$ and $B\mu$ are generated. Finally, the gravitino can get mass not just from the messenger sector but from any other source of SUSY breaking, presumably in some more complex hidden sector. Then the parameters of the minimal GMSB model are [20-13]

$$\Lambda = F_m/M_m, \quad M_m, \quad N_5, \quad \tan\beta, \quad \text{sgn} \mu = \pm 1, \quad C_{grav},$$

where $C_{grav} \geq 1$ is the ratio of the gravitino mass to its value if the only source of SUSY breaking is $F_m$; lifetimes for gravitino decay are proportional to $C_{grav}^2$. Gauginos get masses at one loop at the messenger scale, and scalars get squared masses at two loops, e.g.

$$M_\tilde{g} = \frac{\alpha_s^2}{4\pi} \Lambda N_5$$

$$M_{\tilde{\ell}_L}^2 = \frac{3\alpha_s^2}{32\pi^2} \Lambda^2 N_5 + \frac{3\alpha_s^2}{160\pi^2} \Lambda^2 N_5$$

$$M_{\tilde{\ell}_R}^2 = \frac{3\alpha_s^2}{40\pi^2} \Lambda^2 N_5$$

$$M_{\tilde{\nu}_L}^2 = \frac{\alpha_s^2}{6\pi^2} \Lambda^2 N_5 + \frac{3\alpha_s^2}{32\pi^2} \Lambda^2 N_5 + \frac{\alpha_s^2}{480\pi^2} \Lambda^2 N_5$$

$$M_{\tilde{\nu}_R}^2 = \frac{\alpha_s^2}{6\pi^2} \Lambda^2 N_5 + \frac{\alpha_s^2}{30\pi^2} \Lambda^2 N_5$$

Note that the gaugino and scalar masses are comparable, but gaugino masses are proportional to $N_5$ while scalar masses are proportional to $\sqrt{N_5}$.

In GMSB models the lightest SUSY particle is the gravitino with $M_{\tilde{G}} \sim 1$ GeV. The Next Lightest SUSY Particle (NLSP) is generally the $\tilde{\chi}^0_1$ if $N_5 = 1$ and a right-handed slepton if $N_5 > 1$, since these particles only have masses proportional to the small $\alpha_1$ coupling. If $C_{grav} \sim 1$, the NLSP will decay promptly to gravitinos via $\tilde{\chi}^0_1 \rightarrow \tilde{G}\gamma$ or $\tilde{l}_R \rightarrow \tilde{G}l$, while if $C_{grav} >> 1$ the NLSP will decay mainly outside the detector. (The $\tilde{l}_R$ must of course not be stable over the lifetime of the universe.) Thus there are four distinct cases for GMSB phenomenology, depending on whether the NLSP is a neutralino or a slepton and whether it has a short or a long lifetime.

One minimal GMSB model point for each case was selected for detailed study [20-36], forming two pairs differing only by the value of $C_{grav}$, and hence by the lifetime of the NLSP. The parameters of these points are listed in Table 20-16; the corresponding masses from ISAJET [20-15] are given in Table 20-17. These points illustrate the main features expected in GMSB models: Point G1a gives events with two hard photons plus $E_T^{miss}$; Point G1b gives signatures qualitatively like SUGRA models; Point G2a gives multiple leptons; and Point G2b gives quasi-stable charged sleptons. Since the signatures are so different, each point will be discussed separately. Most of the results in this section are based on ISAJET and a simple particle-level simulation of
the ATLAS detector. It appears that the backgrounds are dominated by irreducible physics processes, so that the detector performance is not critical. Detailed GEANT-based studies have been performed for non-pointing photons at Point G1a and for quasi-stable sleptons at Point G2b.

### 20.3.1 GMSB Point G1a

At Point G1a the total SUSY cross section is 7.6 pb. The NLSP is the $\tilde{\chi}^0_1$, and it decays primarily to $G\gamma$ with $\epsilon \tau = 1.2$ mm. SUSY events are therefore characterised by two hard isolated photons plus the usual jets, leptons, and missing transverse energy $E_T^{miss}$ from the gravitinos and perhaps from neutrinos. The presence of two photons in almost every event renders the Standard Model backgrounds negligible and makes discovery trivial. In a small fraction (2.0%) of the events, the NLSP will undergo a Dalitz decay to $G\gamma$. The $e^+$ and $e^-$ can be used to determine the decay vertex and so to make a precise measurement of the mean decay length. The mass of the $\tilde{\chi}^0_1$ can be determined as described in Section 20.3.1.1. If the polarisation of the $\tilde{\chi}^0_1$ can be neglected, as it is in the existing event generators, then its momentum distribution can be inferred from that of the photons and its proper lifetime determined. The polarisation is likely to be small since many channels contribute, but it has not been studied and could be the dominant uncertainty. This lifetime measurement is very important as it provides the only constraint on the true scale of SUSY breaking in all hidden sectors, not just the messenger sector.

For all the analyses in this subsection [20-36] events were selected to have:
• $M_{\text{eff}} > 400 \text{ GeV}$;
• $E_T^{\text{miss}} > 0.1 M_{\text{eff}}$;
• two photons with $p_T > 20 \text{ GeV}$ and $|\eta| < 2.5$;
• at least two leptons with $p_T > 20 \text{ GeV}$ and $|\eta| < 2.5$ for electrons and $p_T > 5 \text{ GeV}$ and $|\eta| < 2.5$ for muons.

Jets were found using an $R = 0.4$ cone and requiring more than one charged track with $p_T > 1 \text{ GeV}$ to avoid counting $\tau$’s as jets. These cuts make the Standard Model background negligible; it remains so even for a $\gamma$/$\text{jet}$ rejection of only $10^{-3}$, much worse than is expected and is needed for $h \rightarrow \gamma\gamma$. Modes without leptons might of course also be useful.

### 20.3.1.1 Lepton and photon distributions

Events were selected with two photons and exactly two leptons satisfying the cuts listed above. Since GMSB models ensure flavour conservation, the leptons from

$$\tilde{\chi}_2^0 \rightarrow l^\pm l^\mp \rightarrow \tilde{\chi}_1^0 l^+ l^- \rightarrow Gl^+ l^- \gamma$$

must be correlated in flavour, so the flavour subtracted combination $e^+e^- + \mu^+\mu^- - e^\pm\mu^\mp$ shown in Figure 20-55 selects this signal and removes both the SUSY and the small Standard Model background from two independent leptonic decays. This gives a dilepton mass distribution similar to that found for SUGRA Point 5 in Section 20.2.3 with a very sharp endpoint at

$$M_{ll}^{\text{max}} = M_{\tilde{\chi}_1^0} \left( 1 - \frac{M_{l\gamma}^2}{M_{\tilde{\chi}_1^0}^2 - M_{l\gamma}^2} \right) = 105.1 \text{ GeV}$$

The other allowed two-body decay, $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 Z$, produces a small peak just visible in the figure. This does not directly measure masses and is not used here. It would be measurable with more luminosity, and the rate for it would then imply information about the Higgsino content of the two lightest neutralinos.

It is also useful to consider the whole 4-body decay chain, just as for the analysis of squark decay at Point 5 in Section 20.2.4.3. In this case the particles are leptons and photons, so the precision is much better. The sequence of three two-body decays implies that the $l^+l^-\gamma$ mass has an endpoint with a linear vanishing at

$$M_{l\gamma}^{\text{max}} = \sqrt{M_{\tilde{\chi}_1^0}^2 - M_{\tilde{\chi}_2^0}^2} = 189.7 \text{ GeV}.$$
Since at least one of the $l^+l^-\gamma$ mass must be less than this, the distribution of the smaller one vanishes at this point. The flavour-subtracted distribution for the smaller $l^+l^-\gamma$ mass is shown in Figure 20-56 together with a linear fit near the endpoint. The endpoint could be measured to about $\pm 0.5$ GeV with $30 \, \text{fb}^{-1}$ and to the systematics limit of about $\pm 0.2$ GeV with $300 \, \text{fb}^{-1}$. The $l^+l^-\gamma$ mass distribution from $\tilde{\chi}^0_2$ decays has a sharp edge like the dilepton one from pairing the photon and the ‘right’ lepton – that is, the second one, which is adjacent to the photon in the decay chain – at

$$M^{(1)}_{l\gamma} = \frac{1}{\kappa} M^2_{l_\gamma} - M^2_{\tilde{\chi}_1^0} = 112.7 \, \text{GeV}$$

plus an endpoint with a linear vanishing from pairing the photon and the ‘wrong’ lepton at

$$M^{(2)}_{l\gamma} = \frac{1}{\kappa} M^2_{\tilde{k}_l} - M^2_{\tilde{l}_R} = 152.6 \, \text{GeV}.$$ 

In contrast to the squark case, the second endpoint is greater than the first one and so is also visible. Events were selected to have the mass of one $l^+l^-\gamma$ combination less than and the other greater than $189.7$ GeV, so that only one combination is consistent with $\tilde{\chi}^0_2$ decay. The $l^+l^-\gamma$ mass distribution for this $l^+l^-\gamma$ combination is shown in Figure 20-57. The errors on this edge and endpoint are estimated to be $\pm 0.2$ GeV and $\pm 0.5$ GeV with $30 \, \text{fb}^{-1}$, reducing to $\pm 0.1$ GeV and $\pm 0.2$ GeV with $300 \, \text{fb}^{-1}$.

The four measurements just described are sufficient to determine the $\tilde{\chi}^0_0$, $\tilde{l}_R$, and $\tilde{\chi}^0_1$ masses without any assumptions except for the neglect of the gravitino mass:

$$M^2_{\tilde{l}_R} = \frac{(M^{(1)}_{l\gamma})^2 (M^{(2)}_{l\gamma})^2}{(M^{\text{max}}_{l\gamma})^2}$$

$$M^2_{\tilde{\chi}^0_1} = M^2_{\tilde{l}_R} - (M^{(1)}_{l\gamma})^2$$

$$M^2_{\tilde{\chi}^0_0} = M^2_{\tilde{l}_R} + (M^{(2)}_{l\gamma})^2$$
with the evident constraint

\[(M_{1\ell}^{\text{max}})^2 = (M_{1\ell}^{(1)})^2 + (M_{1\ell}^{(2)})^2 \, .\]

This result demonstrates the power of identifying and using a multi-step decay chain even more clearly than the \(\tilde{q}_L\) analysis at SUGRA Point 5, since in this case only leptons and photons are involved. Of course the rates and hence the errors are model dependent, as is the interpretation of the slepton as a \(\tilde{l}_R\).

### 20.3.1.2 Reconstruction of \(\tilde{G}\) momenta

Once the masses have been determined, the decay \(\tilde{\chi}_0^0 \to l^\pm l^\mp \to \tilde{G} l^\pm l^\mp \gamma\) provides three mass constraints and hence a 0C fit for the gravitino momentum \(p\),

\[
(p + p_\gamma)^2 = M_{\tilde{\chi}_1^0}^2

(p + p_\gamma + p_{l_1})^2 = M_{\tilde{\chi}_2^0}^2

(p + p_\gamma + p_{l_1} + p_{l_2})^2 = M_{\tilde{\chi}_2^0}^2
\]

assuming that the gravitino mass \(p^2\) can be neglected. There is a two-fold ambiguity from assigning the order of the leptons – \(i.e.,\) which one appears in the second equation above – and another two-fold ambiguity from solving a quadratic equation. If this decay chain occurs twice in the same event, both gravitino momenta can be determined, and the best solution can be selected by comparing the vector sum of their reconstructed momenta with the missing transverse momentum. Thus, this long decay chain allows SUSY events to be fully reconstructed despite the presence of two missing particles.

Events were required to have exactly four leptons and two photons satisfying the same cuts as before, with one and only one pairing into two opposite-sign, same-flavour \(l^+l^-\gamma\) combinations consistent with \(\tilde{\chi}_0^0\) decay. This eliminates any additional combinatorial background and gives a total of 16 solutions for the two gravitino momenta \(\vec{p}_1\) and \(\vec{p}_2\). These solutions can be found explicitly after straightforward algebra [20-36]. The gravitinos were assumed to give the \(E_T\) up to detector resolution effects. Therefore, the solution that minimised

\[
\chi^2 = \left( \frac{E_{\text{miss}}^{\gamma} - p_{1x} - p_{2x}}{\Delta E_{\text{miss}}^{\gamma}} \right)^2 + \left( \frac{E_{\text{miss}}^{\gamma} - p_{1y} - p_{2y}}{\Delta E_{\text{miss}}^{\gamma}} \right)^2
\]

was selected, where the errors were calculated using assumed calorimetric missing energy resolution

\[
\Delta E_{\text{miss}}^{\gamma} = \Delta E_{\text{miss}}^{\gamma} = 0.6 \sqrt{E_T} + 0.03 E_T
\]
This parametrisation gives resolution values which are a factor of two to three worse than the $E_T^{\text{miss}}$ resolution obtained from the full simulation studies described in Section 9.2.1.1. Events that satisfied $\chi^2 < 10$ were retained for further analysis.

The method was tested by comparing the reconstructed gravitino momenta with the generated momenta using the better of the two possible matches. The distribution for the fractional difference between the reconstructed and generated momenta,

$$\frac{\Delta p}{p} = \frac{|\vec{p}_{\text{recon}} - \vec{p}_{\text{gen}}|}{|\vec{p}_{\text{gen}}|},$$

is shown in Figure 20-58 for events with $\chi^2 < 10$. The peak is at about 10%, considerably larger than the typical lepton or photon resolution, and there is a substantial tail of events that presumably have missing energy from sources other than the gravitinos. The number of reconstructed events is quite small. Nevertheless, the fact that complete reconstruction with two missing particles is possible at all is interesting. A similar complete reconstruction is possible in principle for SUGRA Point 5 using the three mass constraints from decay chain $\tilde{q}_L \rightarrow \tilde{\chi}^0 q \rightarrow l_R^{\pm} l'^{\mp} q \rightarrow \tilde{\chi}^0 l'^{\mp} l q$, but unfortunately the resulting errors are too large to be useful.

### 20.3.1.3 Reconstruction of gluinos and squarks

Events that are fully reconstructed as described in the previous section can be used to measure the squark and gluino masses using the decay chain $\tilde{g} \rightarrow \tilde{\chi}^0 g \rightarrow q q q$. It would probably be better to study these particles using partially reconstructed combinations of jets, leptons, and photons, as was done for several of the SUGRA points rather than using the small number of fully reconstructed events. This analysis mainly serves to illustrate further the possibility of full reconstruction; it is not used in the fit to determine the parameters of the model.

Events were selected to have two $\tilde{\chi}^0$'s fully reconstructed with $\chi^2 < 10$ and at least four jets with $p_T > 75$ GeV defined using a cone $R = 0.4$. Each reconstructed $\tilde{\chi}^0$ is then combined with two of the four hardest jets and then with a third. The resulting scatter plot of $M(\tilde{\chi}^0 jj)$ vs $M(\tilde{\chi}^0 jjj)$ has a broad peak near the gluino and squark masses. The two projections, each cut
about the peak on the other axis, are shown in Figures 20-59 and 20-60 together with Gaussian fits to guide the eye. Even with the limited number of fully reconstructed events, the statistical errors on the peaks are quite small; the errors are likely to be dominated by systematic effects such as the jet energy scale.

20.3.2 GMSB Point G1b

The SUSY cross section at Point G1b is 7.6 pb, the same as at Point G1a. The NLSP, the $\tilde{\chi}^0_1$, is neutral and long-lived; most of them escape the detector, giving signatures that are qualitatively like those in SUGRA models. A qualitatively new feature is that the $\tilde{\chi}^0_1$ can occasionally decay in the tracking volume, giving rise to a photon that does not point to the interaction vertex. Since the ATLAS electromagnetic calorimeter provides directional information, it can measure such photons, giving information on the $\tilde{\chi}^0_1$ lifetime and hence on $C_{grav}$. Since this is the only source of information on the global scale of SUSY breaking, it is extremely important. It will be discussed in Section 20.3.2.4 after the other signatures.

20.3.2.1 Effective mass analysis

Discovery of SUSY in inclusive distributions at this point is similar to that for SUGRA models. Events were selected to have [20-36]

- at least four jets with $p_{T,1} > 100$ GeV and $p_{T,2,3,4} > 50$ GeV;
- $E_T^{miss} > \max(100$ GeV, $0.2M_{eff})$, where $M_{eff}$ is defined by Equation 20-5;
- transverse sphericity $S_T > 0.2$;
- no $\mu$ or isolated $e$ with $p_T > 20$ GeV and $|\eta| < 2.5$.

With these cuts the signal exceeds the Standard Model background for $M_{eff} > 1000$ GeV by about a factor of five [20-36].

20.3.2.2 Dilepton distribution

At Point G1b the decay $\tilde{\chi}^0_1 \rightarrow \tilde{\chi}^0_1 l^+ l^-$ is allowed, but the $\tilde{\chi}^0_1$ is stable rather than decaying to $G\gamma$. Events were selected to have $M_{eff} > 1000$ GeV, $E_T^{miss} > 0.1M_{eff}$, and two and only two opposite-sign leptons with $p_T > 20$ GeV and $|\eta| < 2.5$. The resulting $e^+ e^- + \mu^+ \mu^- + e^+ \mu^-$ dilepton distribution, shown in Figure 20-61 has an endpoint at 105.1 GeV, which of course is the same as for Point G1a. There is more Standard Model background than before because there are no photons in the signal events, but the background is still small; the spikes in the background curve in the figure are fluctuations that reflect the limited Monte Carlo statistics. Hence, the error on this endpoint should again be about 0.1%, limited by the absolute lepton energy scale. The sharp endpoint is characteristic of a sequential decay through a slepton.
There is also a small peak visible in the figure from Z decays which could be measured with more luminosity. This measurement would help to confirm the two body nature of the decay and potentially would provide information on the Higgsino content of the light neutralinos.

### 20.3.2.3 Reconstruction of gluinos and squarks

The $\tilde{g} \rightarrow \tilde{\chi}^0_1 t \tilde{t}$ decays reconstructed in the previous section come primarily from $g \rightarrow \tilde{\chi}^0_1 q\bar{q}$, where the gluino may be produced directly or from squark decay. To attempt to extract these signals, events were selected as before with the additional requirement of two hard jets with $p_T > 125$ GeV. The $e^+e^- + \mu^+\mu^- - e^+\mu^-$ dilepton pair was then combined with any two jets having $p_T > 25$ GeV. The resulting $l^+l^- jj$ mass distribution, Figure 20-62, has a broad peak but no clear structure. It is, however, sensitive to the gluino mass: the same figure also shows as a dotted curve the distribution for a sample with the gluino mass increased from 747 GeV to 800 GeV. These could probably be distinguished statistically at high luminosity; the systematic errors need further study.

The branching ratio for $g \rightarrow \tilde{\chi}^0_1 b \bar{b}$ is 6.5%. The $l^+ l^- jj$ distribution using jets tagged as $b$’s is shown in Figure 20-63. This has a structure that reflects the kinematic endpoint of this decay (for massless jets) at

$$M_{lljj} = \frac{(M_g - M_{\tilde{\chi}^0_1})^2 + M_{jj}^2}{2M_{\tilde{\chi}^0_1}} + \frac{M_g - M_{\tilde{\chi}^0_1}}{2M_{\tilde{\chi}^0_1}} \left( M_{jj}^2 - M_{\tilde{\chi}^0_1}^2 \right) \left( 1 + \frac{M_{\tilde{\chi}^0_1}^2 - M_{\tilde{\chi}^0_1}^2}{2M_{\tilde{\chi}^0_1}M_{\tilde{\chi}^0_1}} \right) \frac{1}{2},$$

where $M_{jj}$ is the value of the dilepton edge. For Point G1b this $l^+l^- jj$ endpoint is at 629 GeV, while for a gluino mass of 800 GeV, it becomes 673 GeV. These values are approximately consistent with the structure of the solid and dashed curves in Figure 20-63. While the event rates are low, these curves could be distinguished statistically with higher luminosity; however, the impact of pileup on the analysis has not been studied.

![Figure 20-62](image1.png)  
*Figure 20-62*  $l^+ l^- jj$ invariant mass distribution for Point G1b (solid curve) and for the gluino mass shifted to 800 GeV (dashed curve).

![Figure 20-63](image2.png)  
*Figure 20-63*  Same as Figure 20-62 for $b$-jets. The dashed curve is for the sample with $M_g = 800$ GeV. No Standard Model event passed the cuts.
The endpoint of the dijet mass distribution should be sensitive to \( M_{\tilde{g}} - M_{\tilde{Q}} \), but the endpoint is not at all sharp due to the large combinatorial background. It is also possible to add another jet, thereby getting a handle on the squark mass. Again the rates are low, and while there is a difference in shape, there is not a clear kinematic endpoint. Since these analyses do not illustrate any new techniques, they will not be shown here, although they are used in the fitting described in Section 20.3.5.

### 20.3.2.4 Measurement of \( \tilde{\chi}_1^0 \) lifetime

If SUSY breaking occurs only in the messenger sector, then the \( \tilde{\chi}_1^0 \) lifetime is short, \( c\tau = 1.1 \) mm. It is possible, however, that SUSY breaking in the messenger sector is induced by higher order effects in some new interaction, giving a much longer lifetime. The parameter \( C_{\text{grav}} = 1000 \) assumed for Point G1b corresponds to \( c\tau = 1.1 \) km. Even though this decay length is large compared to the size of the tracking volume, it can still be measured by counting the number of non-pointing photons from the small number of \( \tilde{\chi}_1^0 \rightarrow \tilde{\gamma}\gamma \) that occur inside the detector.

The ATLAS electromagnetic calorimeter is particularly well suited for this because it has narrow strips in the first compartment that give good resolution in \( \theta \). As described in Section 4.4.2.2, the resolution for photons in the barrel that are close to pointing is

\[
\Delta \theta = \frac{60 \text{ mr}}{\sqrt{E \text{ (GeV)}}}.
\]

The resolution for non-pointing photons has been studied [20-37] for single photons from about 7500 \( \tilde{\chi}_1^0 \rightarrow \tilde{\gamma}\gamma \) decays and also for samples of 50 GeV photons generated at fixed angles. Two algorithms have been developed, which can reconstruct photons with reasonable accuracy for all values of \( \Delta \theta \). These are described in Section 4.4.2.2.

![Figure 20-64](image1.png)  
**Figure 20-64** Non-pointing angle \( \Delta \theta \) for photons in the barrel calorimeter from \( \tilde{\chi}_1^0 \rightarrow \tilde{\gamma}\gamma \) at Point G1b for the assumed lifetime \( c\tau = 1.1 \) km. The first and last bins contain the overflows.

![Figure 20-65](image2.png)  
**Figure 20-65** Efficiency vs significance for a photon from \( \tilde{\chi}_1^0 \rightarrow \tilde{\gamma}\gamma \) to be non-pointing at Point G1b.
For this analysis [20-37] it is assumed that the lifetime $c\tau$ is large compared to the length $L(\eta)$ inside of the tracker, so that the decay probability is given by $L(\eta)/(b\tau c\tau)$ and the decays occur uniformly along the path length. For Point G1b a total of 152000 $\tilde{\chi}_1^0$ are produced corresponding to an integrated luminosity of 10 fb$^{-1}$. For the assumed $c\tau = 1.1$ km, 180 of these will decay inside the tracking volume. The mean energy of these photons is 84.4 GeV. An analysis based on ATLAST found that 77.3% of the photons hit the barrel calorimeter, and 82.5% of these have $p_T > 20$ GeV and are isolated.

The angular distribution of these photons relative to the nominal vertex direction, $\Delta \theta$, is shown in Figure 20-64 including the effect of the angular resolution. While the distribution peaks at zero, the angles are generally large compared to the resolution. This is reflected in the efficiency to detect an isolated photon as non-pointing as a function of the significance, shown in Figure 20-65. Requiring that $\Delta \theta$ be non-zero by $5\sigma$ gives an efficiency of 82%, or a total of 94 detected non-pointing photons, for an overall efficiency of 52%. Converting this rate to a measurement of a lifetime requires that the mass and momentum distribution of the $\tilde{\chi}_1^0$ be determined from other measurements. The rate for prompt photons in SUSY events has not been calculated but is expected to be of order $\alpha/\pi$, so the background should be much less than one event.

If no non-pointing photons are detected for an integrated luminosity of 30 fb$^{-1}$, then the 95% confidence level lower limit on $\Gamma(\tilde{\chi}_1^0 \rightarrow \tilde{G}\gamma)$ would be about $c\tau = 100$ km, a factor of $10^8$ longer than the value for $C_{\text{grav}} = 1$. Since

$$\Gamma(\tilde{X} \rightarrow \tilde{G}\chi) = \frac{1}{16\pi F^2} \left(1 - \frac{M_X^2}{M_{\tilde{X}}^2}\right)^4,$$

this corresponds to a value of $F$ that is $10^4$ times larger than that in the messenger sector. Of course this assumes that the $\Delta \theta$ resolution is really Gaussian. So far it has been studied only for single photons, not for complete events.

The photons from $\tilde{\chi}_1^0 \rightarrow \tilde{G}\gamma$ will in general be delayed relative to prompt photons as shown in Figure 20-66. Both the velocity of the $\tilde{\chi}_1^0$ and the geometry of the path contribute to the delay. The mean delay, 2.67 ns, is long compared to the time resolution of about 100 ps for the ATLAS electromagnetic calorimeter. This provides an independent way to detect non-prompt photons and a cross-check on the whole analysis.

### 20.3.3 GMSB Point G2a

At Point G2a the NLSP is a charged slepton, the $\tilde{\tau}_1$. The splitting between the NLSP and the right-handed sleptons $\tilde{l}_R$ of the first two generations is small as is typical in GMSB models if $\tan \beta$ is not too large, so the decays $\tilde{l}_R \rightarrow \tilde{\tau}_1 \tau^\pm$ are not kinematically allowed. The decays $l_R \rightarrow \tilde{\tau}_1 \nu_\tau \nu_\tau$ occur only through left-right mixing terms proportional to the lepton mass and are small even compared to gravitino decays. Hence the $\tilde{\tau}_R$, $\tilde{\mu}_R$ and $\tilde{\chi}_1$ are co-NLSP's that all decay directly to gravitinos with $c\tau = 52$ $\mu$m. The SUSY production cross section is 23 pb, larger than
for Points G1a/b because the squarks are lighter, and all of these events decay through the sleptons to electrons, muons or $\tau$'s. Discovery of such a signal is obviously trivial, and there are many signatures to be studied.

### 20.3.3.1 Dilepton distributions

Neutralinos can decay via $\tilde{\chi}_i^0 \rightarrow \tilde{t}^\pm f^- \rightarrow \tilde{G}^+f^-$ with substantial branching ratios to give opposite-sign, same-flavour dileptons. Since the neutralinos come mainly from the decay of squarks and gluinos, events were selected to have [20-36]

- at least four jets with $p_T > 25$ GeV, $|\eta| < 2.5$, and having at least four tracks each with $p_T > 1$ GeV;
- $M_{\text{eff}} > 400$ GeV;
- $E_T^{\text{miss}} > 0.2 M_{\text{eff}}$;
- Two opposite-charge leptons with $p_T > 10$ GeV and $|\eta| < 2.5$.

The jet multiplicity cut is intended to remove $\tau$'s from the jet sample. The flavour-subtracted $e^+e^- + \mu^+\mu^- - e^{\pm}\mu^\mp$ dilepton mass was then formed to cancel backgrounds from two independent leptonic decays of charginos or from Standard Model processes. This distribution is shown in Figures 20-67 and 20-68 on two different scales. There are two separate edges, one from $\tilde{\chi}_1^0$ decay (31% branching ratio per flavour) at

$$\sqrt{M_{\tilde{\chi}_1^0}^2 - M_{\tilde{\ell}_R}^2} = 52.1 \text{ GeV}$$

and a second from $\tilde{\chi}_2^0$ decay (23% branching ratio per flavour) at

$$\sqrt{M_{\tilde{\chi}_2^0}^2 - M_{\tilde{\ell}_R}^2} = 175.9 \text{ GeV}.$$
While the Standard Model background appears to be significant for the second edge, this is an artifact of the limited Monte Carlo statistics. In the region 60–170 GeV the background can be estimated to be $0 \pm 60$ events, compared to a total signal of about 4000 events. The statistics in these plots corresponds to about 10 fb$^{-1}$. A fit using the expected form of the distribution, Equation 20-6, smeared with a Gaussian gave

$$M = 52.266^{+0.058}_{-0.045} \text{ GeV} \quad \sigma = 0.86 \text{ GeV}$$

$$M = 175.46^{+0.21}_{-0.22} \text{ GeV} \quad \sigma = 6.5 \text{ GeV}$$

where the errors are determined using MINOS. Thus the errors on the upper edge are statistics limited even for design luminosity. Including systematic effects, the errors are estimated to be $0.07$ and $0.27$ GeV for 10 fb$^{-1}$ and $0.05$ and $0.18$ GeV for 100 fb$^{-1}$. The upper edge seems wider than expected from detector resolution.

### 20.3.3.2 Detection of $\tilde{q}_R \rightarrow \tilde{\chi}_1^0 q$

Right-handed squarks are copiously produced both directly and through gluino decay, and they can decay via $\tilde{q}_R \rightarrow \tilde{\chi}_1^0 q \rightarrow l^+l^-q \rightarrow G l^+l^-q$. To select this mode, a dilepton pair with high $p_T$ below the $\tilde{\chi}_1^0$ edge and two jets were required in addition to the cuts in the previous subsubsection:

- $M_{ll} < 52.2$ GeV and $p_{T,ll} > 75$ GeV;
- two jets with $p_T > 50$ GeV, $|\eta| < 2.5$, and at least four charged tracks each with $p_T > 1$ GeV.

---

**Figure 20-69** Distribution of the smaller $llj$ mass for events with two leptons and four jets at Point G2a. The dashed line is a linear fit over 390-590 GeV. The Standard Model background is the hatched histogram.

**Figure 20-70** $lj$ mass distribution for the same sample as in Figure 20-69. The dashed lines are linear fits over 150-280 GeV and 305-400 GeV.
Again the $e^+e^- + \mu^+\mu^- + e^+\mu^+$ combination is used to eliminate backgrounds. The dilepton pair was then combined with each of the two hardest jets in the event. Since one of these two should come from the squark decay, the combination with the smaller mass was selected as usual. Then the $llq$ mass distribution, Figure 20-69, has a linear vanishing at the expected endpoint
\[ M_{llq}^{\text{max}} = \sqrt{M_{ll}^2 - M_{lq}^2} = 640.1 \text{ GeV} \]
while the $lq$ mass distribution, Figure 20-70, shows the expected endpoint at
\[ M_{lq}^{\text{max}} = \sqrt{M_{ll}^2 - M_{lq}^2} \left( 1 - \frac{M_{lq}^2}{M_{lq}^2 + M_{\tilde{R}}^2} \right) = 289.1 \text{ GeV} . \]

The $ll$, $llj$, and $lj$ distributions from this three-step decay chain provide three measured endpoints from which the three masses involved can be determined assuming only that the gravitino mass is negligible:

\[ M_{\tilde{R}} = M_{llq} - M_{lq}^2 - M_{ll}^2 \]
\[ M_{\tilde{L}} = \frac{M_{llq}^2 - M_{lq}^2 - M_{ll}^2}{2M_{llq}} \]
\[ M_{\tilde{Q}} = \frac{M_{llq}^2 + M_{lq}^2}{2M_{llq}} \]

The determination of these masses depends only on the existence of the decay chain and does not assume the minimal GMSB or any other model, again reflecting the power of utilising multi-step decay chains. Of course the interpretation of the masses as those of the $\tilde{q}_R$, $\tilde{\chi}_1$, and $\tilde{l}_R$ is model dependent.

### 20.3.3.3 Detection of $\tilde{\chi}_1^\pm$

About 50% of the $\tilde{q}_L$ decays at this point occur through the $\tilde{\chi}_1^\pm$. While in general charginos are hard to reconstruct, the decay chain
\[ \tilde{\chi}_1^\pm \rightarrow \tilde{\nu}l^+ \rightarrow \tilde{\chi}_1^0\nu l^+ \rightarrow \tilde{l}_R^\pm\tilde{l}^\mp\nu l^+ \rightarrow \tilde{g}l^+\ell^-\nu l^+ \]
has a combined branching ratio of 29% and gives a very nice trilepton signature. Events were selected to have at least three isolated leptons plus the same jets and other cuts described before. One pair of leptons was required to form an opposite-sign, same-flavour pair with $40 < M_{ll} < 52$ GeV, so that it is likely to have come from a $\tilde{\chi}_1^0$ decay. It was also required that there be no other opposite-sign, same-flavour pair with $M_{ll} < 175$ GeV, the

![Figure 20-71](image-url) Trilepton mass distribution for chargino signal at Point G2a. The shaded histogram is the Standard Model background.
endpoint for $\tilde{\chi}_2^0$ decay. The $lll$ mass distribution after these cuts is shown in Figure 20-71. If the three leptons come from the above chargino decay chain, then the distribution should vanish linearly at the kinematic endpoint

$$\sqrt{M_{\tilde{\chi}_1}^2 - M_{\tilde{l}^0}^2 + M_{\tilde{l}^+}^2 - M_{\tilde{\chi}_1}^2} = 85.75 \text{ GeV}.$$  

There is a lot of background, but nevertheless there is evidence for structure in the distribution at this point. While it seems hard to extract a precision measurement because of the background, this distribution does provide evidence for the existence of the chargino and a consistency check on the model.

### 20.3.4 GMSB Point G2b

At this point the NLSP is the $\tilde{\tau}_1$, which has $c\tau \approx 1 \text{ km}$ and so (almost) always decays outside the detector. Since the decay $l_R \rightarrow \tilde{\tau}_1 \tau l$ is not kinematically allowed, the $l_R$ and $\tilde{u}_R$ also are long-lived, decaying to gravitinos with about the same lifetime. Each event therefore contains two quasi-stable heavy particles which pass through the calorimeter and look essentially like muons in the detector except that they have $\beta < 1$, as shown in Figure 20-72. The slepton masses can be measured using the ATLAS muon system as a time-of-flight system, and the SUSY events can then be fully reconstructed [20-36]. It is again important to search for slepton decays in order to determine the true SUSY breaking scale. It should be possible to see such decays in the central tracker, but this is a difficult pattern recognition problem which has not yet been addressed. It would also be possible to detect $\tilde{e} \rightarrow \tilde{G} e$ using the same method as in Section 20.3.2.4. The NLSP could also be separated from the SM particles exploiting the $dE/dx$ measurement in the TRT detector, using the algorithm described in Section 3.4.4 for charged hadrons. A full study taking into account the time delay of the NLSP in the TRT straws still remains to be performed.

#### 20.3.4.1 Trigger

The events at this point can be triggered using either the sleptons or the calorimeter information. The velocity distribution of the produced sleptons, shown in Figure 20-72, has a mean value of about 0.9. This implies that on average the sleptons reach the muon trigger chambers several nanoseconds late but still within the trigger acceptance [20-38]. One must of course be sure to record the hits from even very slow sleptons since these are the most useful for the time-of-flight measurement.
The $E_{\text{T}}^{\text{miss}}$ as measured by the calorimeter, Figure 20-73, is large since the sleptons lose energy only by $dE/dx$. The $E_{\text{T}}^{\text{miss}}$ including the sleptons is much smaller, coming only from neutrinos produced in the cascade decays and from resolution effects. The typical effective mass, Figure 20-74, is also large, with a mean value of about 1000 GeV characteristic of gluino and squark production. However, there is also a peak at $M_{\text{eff}} = 0$ from the direct production of sleptons and gauginos; it is necessary to rely on the muon trigger for these events.

### 20.3.4.2 Slepton mass determination

The mass of the sleptons can be measured using the muon system as a time-of-flight system: the precision chambers and trigger chambers together provide a time resolution of about 1ns [20-38]. This initial estimate has now been verified and refined [20-39] using DICE to fully simulate the response of the MDT chambers to slow tracks and ATRECON and MUONBOX to reconstruct them. An effective time resolution of 0.65 ns was obtained in this study (see Section 6.4). The momentum resolution for the $\tilde{\tau}_1$ at momenta $p \leq M$ is somewhat worse than the one for muons which was assumed in this analysis because of multiple scattering. This difference, however, does not affect the conclusions on $\tilde{\tau}_1$ mass measurement.

For each slepton with $|\eta| < 2.5$ the time delay relative to a particle with $\beta = 1$ to reach the outside of the muon system, taken to be a cyl-

---

**Figure 20-73** Calorimetric $E_{\text{T}}^{\text{miss}}$ distribution at Point G2b. The dashed curve shows the true $E_{\text{T}}^{\text{miss}}$ including sleptons, and the shaded histogram shows the Standard Model dimuon background.

**Figure 20-74** Effective mass distribution not including sleptons at Point G2b. The shaded histogram shows the Standard Model dimuon background.

**Figure 20-75** Reconstructed slepton masses at Point G2b for a 1ns time resolution and $\Delta t > 10\text{ns}$.
inder with a radius of 10 m and a half-length of 20 m, was calculated using the generated momentum and was then smeared with a 1 ns Gaussian resolution. The resulting time delay $\Delta t$ and measured momentum $p$ were then used to calculate the mass. The resulting mass distribution is shown in Figure 20-75 for sleptons having $10 < \Delta t < 50$ ns. The fitted mean value agrees very well with the average, 102.2 GeV, for the generated mixture of sleptons. The width of the distribution results from a combination of the time and momentum resolutions; even for very large $\Delta t$ it is not possible to resolve the $\tilde{\chi}_1^0$ and $\tilde{\ell}_R$ masses, 101.35 and 102.67 GeV. Because of this the upper limit on $\Delta t$ is not critical; there would be little loss if it were restricted to one bunch crossing.

20.3.4.3 Reconstruction of $\tilde{\chi}_1^0$, $\tilde{\chi}_2^0$, and $\tilde{\chi}_4^0$

Since the $\tilde{l}_R$ are quasi-stable, the decays $\tilde{\chi}_i^0 \rightarrow \tilde{l}_R l$ can be fully reconstructed. Events were selected to have at least three electrons, muons, or quasi-stable sleptons with $|\eta| < 2.5$ and $p_T > 10$ GeV. The two highest $p_T$ particles among the sleptons and muons were assumed to be sleptons with the average slepton mass measured in the previous section; the rest were considered as muons. No time-of-flight cuts were made because the Standard Model background is already negligible. The sleptons were then combined with electrons or muons. The mass distribution for all $\tilde{l}_R l^\tau$ combinations is shown in Figure 20-76. There are two clear peaks at the $\tilde{\chi}_1^0$ and $\tilde{\chi}_2^0$ masses and a small peak at the $\tilde{\chi}_4^0$ mass. The rather strange shape of the $\tilde{\chi}_1^0$ peak results from the fact that the splitting between the $\tilde{\chi}_1^0$ and the $\tilde{l}_R$ is small, so the mass is dominated by the slepton rest mass.

The determination of the slepton masses can at this point be refined, since for events in the gaugino peaks the flavour of the slepton is tagged by that of the lepton. Events were selected within $\pm 5$ GeV of the $\tilde{\chi}_1^0$ peak, and the time-of-flight analysis in Section 20.3.4.2 was repeated. The resulting mass distribution, Figure 20-77, has a mean of 102.8 GeV, quite close to the 102.67 GeV mass of the $\tilde{\ell}_R$ and $\tilde{\mu}_R$, which are expected to be degenerate in GMSB models. The

![Figure 20-76](image-url)  
*Figure 20-76* $\tilde{l}_R l^\tau$ mass distribution for Point G2b.

![Figure 20-77](image-url)  
*Figure 20-77* Same as Figure 20-75 for events within a $\pm 5$ GeV window of the $\tilde{\chi}_1^0$ peak in Figure 20-76.
statistical error is about ±0.1 GeV for 10 fb⁻¹. The systematic error is expected to be at the 0.1% level. Thus it is possible to distinguish these masses from the average slepton mass measured previously, thereby constraining the $\tilde{\tau}_1$ mass as well.

20.3.4.4 Extraction of $\tilde{l}_L$ and $\tilde{\nu}$

Left-handed sleptons $\tilde{l}_L$ are produced mainly from decays of heavy gauginos although there is also some direct Drell-Yan production. They can decay via $\tilde{l}_L \rightarrow \chi^0_1 \tilde{\nu}_L \rightarrow \tilde{\nu}_R \tilde{\nu} \tilde{l}_L$. To reconstruct this process, events within ±5 GeV of the $\chi^0_1$ peak reconstructed in the previous section were selected, and the $\chi^0_1$ was combined with another lepton with $p_T > 10$ GeV and $|\eta| < 2.5$. The resulting mass distribution, Figure 20-78, shows a peak at the $\tilde{l}_L$ mass, 203 GeV, with a fitted width of 1.3 GeV. In addition to the resonance peak, there is also a low-mass structure in Figure 20-78. This results from $\chi^+_1 \rightarrow \nu l \rightarrow \chi^0_1 \nu l \rightarrow \tilde{\nu}_R \tilde{\nu} l l$, which has a kinematic endpoint at

$$\sqrt{(M_{\chi^+_1}^2 - M_{\tilde{\nu}}^2 + M_{\chi^0_1}^2)} = 134 \text{ GeV}.$$ 

While this endpoint is clearly visible, there is a lot of background under it, so an accurate measurement will not be easy. Nevertheless, this structure will provide some measurement of a combination of the $\tilde{\nu}$ and $\chi^+_1$ masses.

20.3.4.5 Reconstruction of squarks

At Point G2b squarks are considerably lighter than gluinos. Direct production of squarks dominates, and the branching ratio for $\tilde{q}_R \rightarrow \chi^0_1 q$ is about 95%. Events were selected to have an $t\bar{t}R$ mass within ±5 GeV of the $\chi^0_1$ peak in Figure 20-76, and the $t\bar{t}R$ was then combined with each one of the four hardest jets in the event. The resulting $\chi^0_1 j j$ mass distribution, Figure 20-79, shows a peak about 2% below the average $q_R$ mass of 648 GeV with a width of about 26 GeV. The statistical error on the mass is negligible; the mass shift could be corrected by applying the jet rescaling procedures described in Section 9.1.1.3 and the mass measured to about ±1%, the systematic limit on the jet energy scale. The contribution of jets tagged as $b$’s, shown as the dotted curve in the figure, is very small.

The branching ratio for $\tilde{q}_L \rightarrow \chi^0_2 q$ is about 25%. This decay can be reconstructed by in a similar way by selecting events with an $t\bar{t}R$ mass within ±5 GeV of the $\chi^0_2$ peak in Figure 20-76 and then combining the $t\bar{t}R$ with any of the four hardest jets. The resulting $\chi^0_2 j j$ mass distribution, Figure 20-80, shows a peak about 3% below the average $q_L$ mass of 674 GeV. The figure also shows the distribution for the subset of events tagged as $b$’s. (No correction to the $b$-jet energy scale was made.) In contrast to the $\chi^0_1 j j$ case, there is a clear peak close to the average $b$ mass – 647 GeV with a splitting of only 9 GeV – which is significantly below the $\tilde{q}_L$ mass. While the de-
While \( \tilde{\chi}_1^0 \rightarrow \tilde{\tau} \tilde{\tau} \) is more difficult to reconstruct than \( \tilde{\chi}_1^0 \rightarrow \tilde{l} l \), it provides additional information, e.g., about the Higgsino content of the neutralinos. The analysis described here is only a first pass: it uses generator information to identify the \( \tilde{\tau} \)'s and their visible decay products rather than the more sophisticated and realistic analysis used in Section 20.2.8. Hadronic \( \tau \)'s were selected with \( p_T > 20 \text{ GeV} \), \( |\eta| < 2.5 \), and either one or three charged tracks. A (perhaps optimistic) efficiency of 60%, the same as for \( b \)-tagging, was assumed and is included. The visible \( \tau \) momentum was then combined with the slepton momentum. The resulting \( \tilde{\tau} \tilde{\tau} \) distribution is shown in Figures 20-81 and 20-82 on two different scales. While the distribution does not show any mass peaks because of the missing neutrinos, it does have rather sharp endpoints at the \( \tilde{\chi}_1^0 \) and \( \tilde{\chi}_2^0 \) masses.

If there is only one \( \nu_\tau \), then the true \( E_T^{\text{miss}} \) calculated from the calorimeter plus the sleptons can be used to determine the \( \tau \) momentum. Only the \( \tau \) with the highest \( p_T \) is used, and the angle between it and the \( E_T^{\text{miss}} \) direction is required to be \( \Delta \phi < 0.1 \pi \). The visible \( \tau \) momentum is then scaled by a factor \( 1 + E_T^{\text{miss}}/E_{T,\tau} \), and the \( \tau \tau \) mass is recomputed. This gives the dashed curves in Figures 20-81 and 20-82. As expected, including \( E_T^{\text{miss}} \) not only reduces the statistics but also worsens the resolution for the \( \tilde{\chi}_1^0 \), since the \( \tau \) from \( \tilde{\chi}_1^0 \) is very soft. However, it produces a peak near the right position for the \( \tilde{\chi}_2^0 \). While this peak probably does not improve the mass resolution, it adds confidence that one is seeing a two-body resonance.
20.3.4.7 Direct production of sleptons and gauginos

The peak at low $M_{eff}$ in Figure 20-74 is due to the direct production of sleptons and gauginos. Studying this direct production does not lead to reconstruction of any new masses, but does contain information that could be used to constrain the SUSY model. Events were selected as in Section 20.3.4.3 and Figure 20-76 with the additional requirement $M_{eff} < 100 \text{ GeV}$, where the effective mass of course excludes the sleptons. The resulting $ll$ mass distribution, Figure 20-83,

![Figure 20-81](image1.png)  
**Figure 20-81** $\tilde{\tau}\tilde{\tau}$ invariant mass distribution at Point G2b. Solid curve: using visible $\tau$ momentum. Dashed curve: using $E_T^{miss}$ as described in the text.

![Figure 20-82](image2.png)  
**Figure 20-82** Same as Figure 20-81 on a finer scale.

![Figure 20-83](image3.png)  
**Figure 20-83** Same as Figure 20-76 with the additional requirement $M_{eff} < 100 \text{ GeV}$.

![Figure 20-84](image4.png)  
**Figure 20-84** Combination of $ll$ from Figure 20-83 in the mass range 110–120 GeV with an additional lepton.
shows a strong $\tilde{\chi}_1^0$ peak and a small $\tilde{\chi}_2^0$ peak. The second peak is suppressed both by its larger mass and by the fact that its decay products can contribute to $M_{\text{eff}}$, causing part of the signal to be discarded.

Events from the $\tilde{\chi}_1^0$ peak in Figure 20-83 can be combined with a third lepton to reconstruct directly produced sleptons decaying via $\tilde{\ell}_L \to \tilde{\chi}_1^0 l \to l\tilde{\chi}_1^{0} l$. Events with $110 < M_{\tilde{\chi}_1} < 120$ GeV were combined with another lepton having $p_T > 10$ GeV and $|\eta| < 2.5$. Figure 20-84 shows the resulting mass distribution with a slepton peak having a fitted mass of 203.3 GeV and a width of 1.66 GeV. The low-mass feature from $\tilde{\chi}_1^\pm \to l\tilde{\chi}_2^0 l \to l\tilde{\chi}_1^0 l l$ discussed previously is also visible. The number of events is much lower than in Figure 20-78, showing that the inclusive signals reconstructed in Section 20.3.4.4 are dominated by cascade decays, not by direct production.

### 20.3.5 Fitting GMSB parameters

In several of the GMSB cases considered a number of masses can be determined from the kinematic properties of the event without making use of a model. Nevertheless, it is still useful to make a global fit to determine the parameters of the minimal GMSB model. The method is similar to that described in Section 20.2.9. A scan is made over the ranges

$$\begin{align*}
\Lambda > 1000 \text{ GeV} \\
M_m \geq \Lambda \\
1 \leq N_5 \leq 10 \\
1 < \tan \beta < 20
\end{align*}$$

for both signs of $\mu$. The upper limits on $\Lambda$ and $M_m$ are determined iteratively for each point. Once an approximate solution has been determined, the ranges are reduced and more points are scanned iteratively until the $\pm 1\sigma$ errors are determined. The signatures for the GMSB points are qualitatively different from any SUGRA model except for Point G1b; no minimal SUGRA solution was found for that point.

Results of the fits [20-36] for these four parameters are given for the same Low-L, High-L, and Ultimate scenarios as in Section 20.2.9 except that for the first two the theoretical error on the light Higgs mass is taken to be $\pm 3$ GeV, somewhat more conservative than the value assumed in the SUGRA fits. The parameter $C_{\text{gray}}$ is independent from the other parameters, and is determined in each case from the NLSP lifetime as already discussed. No study of the determination of non-minimal GMSB parameters has yet been made.

### 20.3.5.1 Point G1a

At Point G1a the presence of two prompt photons in almost every SUSY event strongly suggests a GMSB-like scenario. Besides the light Higgs mass there are four precisely measured combinations of leptons and photons, which are summarised in Table 20-18 with their estimated errors. The estimated error on $M_{ll}^{\text{max}}$ at low luminosity may be a bit too small compared to the errors given in Section 20.2.3. The errors at high luminosity are dominated by systematic effects. These four observables can all be related to combinations of the masses involved, and they are sufficient to determine the parameters of the minimal model. The other measured quantities provide cross checks on the model but do not significantly constrain the parameters.
The results of the fit are shown in Table 20-19. As expected, $\Lambda$, $N_5$, and $\text{sgn}\mu$ are well determined even at low luminosity, while $M_m$ is never very precisely determined because it enters only through the logarithmic running of masses in the renormalisation group equations. Since $\tan\beta$ is determined mainly from the Higgs mass, the errors on it do improve. Another handle on $\tan\beta$ might be provided by the large violation of $e/\mu/\tau$ universality at Point G1a, e.g.,

$$B(\tilde{\chi}_2^0 \to \tilde{e} e) = 25\%$$
$$B(\tilde{\chi}_1^0 \to \tilde{\tau} \tau) = 41\%$$

This has not yet been studied.

### 20.3.5.2 Point G1b

While the masses are the same at Point G1b as at Point G1a, the absence of $\tilde{\chi}_1^0 \to G\gamma$ decays leads to fewer measurements, which are summarised in Table 20-20. The measurement of the average slepton mass relies [20-36] on understanding the shape of a lepton-jet mass distribution, not just on kinematics. The gluino mass measurement nominally comes from an endpoint, but it also really requires understanding the shape of a distribution.

If the squark mass measurement is not included, then the fit is only able to constrain two combinations of parameters with any precision. For 30 fb$^{-1}$,

- $\Lambda N_5 = (90000 \pm 880)\text{ GeV}$;
- $\tan\beta = 5.0^{+2.7}_{-1.8}$.

There is no independent information on $\Lambda$ and $N_5$ because the position of the dilepton edge is independent of the slepton mass for $M_{i_k} = \sqrt{M_{\tilde{\chi}_1^0} M_{\tilde{\chi}_2^0}}$ and the equality holds to within 0.5 GeV at this point.
If the squark mass measurement is included, then the fit gives for 30 fb$^{-1}$

- $\Lambda N_5 = (90000 \pm 880) \text{ GeV}$;
- $\Lambda = (90000 \pm 11500) \text{ GeV}$;
- $M_m < 7 \times 10^8 \text{ GeV}$;
- $\tan\beta = 5.0 \pm 2.7$;

assuming $\text{s}gn \mu = +$, but there is also a solution for $\text{s}gn \mu = -$. This can be eliminated only if the slepton mass can be measured independently or the squark mass can be measured to $\pm 10 \text{ GeV}$. The errors decrease somewhat with higher luminosity, but the GMSB parameters remain poorly constrained.

The signatures for Point G1b are not qualitatively different from those of a SUGRA model. A fit to the measurements in Table 20-20 not including the squark mass gives for 30 fb$^{-1}$

- $m_0 = (100 \pm 20) \text{ GeV}$;
- $m_{1/2} = (295 \pm 6) \text{ GeV}$;
- $\tan\beta = 4.5 \pm 1.1$;
- $\text{s}gn \mu = +$;
- $A_0 = (250 \pm 200) \text{ GeV}$.

The fit has a probability of only 15%. The mean value of the squark mass is 760 GeV; GMSB models typically give a more spread-out spectrum than SUGRA ones. Hence the SUGRA fit can be ruled out by the squark measurement.

It may be possible to obtain a better determination of the parameters at this point, but doing so would require generating many samples of events and comparing the predicted distributions with the data. Thus, this point serves as a caution about drawing overly optimistic conclusions about the generality of the methods discussed in this chapter.

### 20.3.5.3 Point G2a

At Point G2a the prompt decay of the slepton provides well-measured multi-step decays. The measurements summarised in Table 20-21 are already limited by systematics for an integrated luminosity of 30 fb$^{-1}$; there is indeed not much improvement beyond 10 fb$^{-1}$. All of the measurements can be related precisely to combinations of masses, making the fit straightforward.
The results of the fit are summarised in Table 20-22. Since there is accurate information on both sleptons and gauginos, $\Lambda$ and $N_{5}$ are well determined even for low luminosity, and even $M_{m}$ is determined to about 25%. The sign of $\mu$ is unambiguous. The reduced error on $\tan\beta$ for the Ultimate fit comes just from assuming no theoretical error on the Higgs mass.

### 20.3.5.4 Point G2b

At Point G2b the sleptons are stable; their masses can be determined by time of flight measurements and their momenta directly measured. This allows many different masses to be reconstructed directly as peaks in invariant mass distributions Even for an integrated luminosity of 10 fb$^{-1}$ the errors are limited by the systematics of the detector energy scales, assumed to be 1% for jets and 0.1% for electrons and muons, so there is no need to summarise them here.

The results of the fit are summarised in Table 20-23. Again, $\Lambda$ and $N_{5}$ are well determined. $M_{m}$ is determined to less than ±15%, and the error on $\tan\beta$ is limited by the uncertainty on the light Higgs mass. At least within the minimal GMSB model, the only question is how well $C_{grav}^{\mu}$ could be measured or limited by looking for occasional slepton decays in the tracking system.
The signature is straightforward in principle – the $\tilde{t}$ track ends, and an $l$ track begins with a relative $p_T \sim M_\tilde{t}/2$, giving rise to ‘kinks’ – but the pattern recognition has not yet been studied. It however should be feasible at low luminosity.

### 20.4 $R$-Parity breaking models

The conservation of $R$-parity, defined as

$$ R = (-1)^{3(B-L)+2S} $$

is an elegant way of imposing at the same time baryon ($B$) and lepton ($L$) number conservation in supersymmetric theories. However, there is no compelling theoretical reason why $R$-invariance should be a symmetry of the Lagrangian. It is therefore useful to investigate the phenomenological consequences of realistic models with broken $R$-parity.

In models with minimal field content, the $R$-violating superpotential can be written as

$$ W_{RPV} = \lambda_{ijk} \bar{L}_i L_j E_k^c + \lambda'_{ijk} \bar{Q}_i L_j D_k^c + \lambda''_{ijk} \bar{U}_i^c D_j^c D_k^c, $$

where $L$ and $E$ are respectively isodoublet and isosinglet lepton, and $Q$ and $D$ are isodoublet and isosinglet quark superfields, and the indices $i,j,k$ run over the three quark and lepton generations. The superscript $c$ indicates charge conjugation. The terms in the superpotential explicitly violate baryon number (through the nine $\lambda''_{ijk}$ couplings) and lepton number (by the nine $\lambda_{ijk}$ and the 27 $\lambda'_{ijk}$ couplings). In order to ensure proton stability, either $L$ or $B$ violating terms should be absent. Experimental limits on various $L$- and $B$-violating processes constrain the values of most of the $\lambda$ couplings to a few $10^{-2}$ [20-14], but some of the couplings have bounds of order one.

Any additional term in the Lagrangian with a coupling bigger than $10^{-2}$ becomes competitive with the gauge couplings and affects the mass spectra and the branching ratios of the models, which will be very different from the $R$-conserving case. Such scenarios, for which no appropriate simulation tool was available for $pp$ physics, are not considered further in this study. (Work on such scenarios has now started using HERWIG [20-40].) For lower values of the $\lambda$ couplings, the only effect is the fact that the LSP becomes unstable, and decays to three $R$-even particles. The search strategies are thus drastically different with respect to $R$-parity conserving models, for which the basic signature is the $E^{miss}_T$ from undetected $\tilde{\chi}^0_1$ in the final state.

For a value of the coupling constant $\lambda < 10^{-6}$ the LSP will decay outside the detector, thus giving a phenomenology identical to $R$-parity conserving models. For $\lambda$ values between $10^{-2}$ and $10^{-6}$ the LSP will either decay with a displaced vertex in the detector, or at the interaction vertex. The studies in this section focus on the latter case, for which no additional information is available to disentangle the LSP decay products from the Standard Model background.

Given the requirements from proton decay lifetime, only one of the three terms in the superpotential is assumed to be non-zero for each given model study. Each of three cases presents a distinct $\tilde{\chi}^0_1$ decay pattern:

- $\tilde{\chi}^0_1 \to qqq$ for $\lambda''_{ijk} \neq 0$ giving six additional jets in the final state.
- $\tilde{\chi}^0_1 \to l^+l^−\nu$ for $\lambda_{ijk} \neq 0$ giving four charged leptons per event and $E^{miss}_T$.
- $\tilde{\chi}^0_1 \to q\bar{q}l, q\bar{q}\nu$ for $\lambda'_{ijk} \neq 0$ giving four additional jets and two charged leptons or $E^{miss}_T$. 

---

887
Each of the cases was studied separately, in general for each case assuming that the coupling constant is non zero only for one flavour combination at a time.

All the studies were performed within the minimal SUGRA model, with the \( \tilde{\chi}_1^0 \) forced to decay to the appropriate quark/lepton combination. The first step in the study was to verify that SUSY events can still be sorted out from the Standard Model background, even in the absence of the classic \( E_T^{miss} \) signature. This is straightforward for the \( L \)-violating couplings, which in most of the cases produce a high number of leptons in the final state, and requires a more careful analysis for the \( B \)-violating case. The next step was to study, for the five sample points in the SUGRA parameter space, the same exclusive decay chains that were studied for the \( R \)-conserving case. In general, the increased complexity of the events will make it more difficult to extract exclusive signatures from the SUSY combinatorial background. On the other hand, in many cases it will be possible to reconstruct the \( \tilde{\chi}_1^0 \) from its decay products, opening the possibility of the full reconstruction of the masses of the particles taking part in the identified decay chains.

### 20.4.1 Baryon number violation: \( \chi_1^0 \rightarrow qqq \)

This is potentially the most difficult case, as the decay of the \( \tilde{\chi}_1^0 \) into three jets destroys the \( E_T^{miss} \) signature, and the increased jet multiplicity may not give a sufficient handle to extract the SUSY signal from the Standard Model background. The choice of a specific \( \lambda''_{ijk} \) as the dominant coupling only affects the final state signatures by changing the heavy quark multiplicity in the events. Two independent studies were performed using ISAJET \[20-41\] and HERWIG 6.0 \[20-42\], assuming that only the \( R \)-violating coupling \( \lambda''_{212} \) is different from zero, yielding the decay

\[
\tilde{\chi}_1^0 \rightarrow cds
\]

plus its complex conjugate. This particular choice of the non-zero coupling is motivated by the absence of significant experimental bounds \[20-14\] and by the decision to study a particularly difficult case where the high number of \( c \)-quarks in the final states increases the background to signatures based on the detection of \( b \)-quarks. HERWIG 6.0 contains a preliminary version of a simulation of all \( R \)-parity violating processes \[20-40\].

The general features of the model were studied using SUGRA Point 5 as an example. In Figures 20-85 and 20-86 the distributions of \( E_T^{miss} \) and of the number of jets with \( p_T > 15 \text{ GeV} \) are shown for the \( R \)-conserving case and the \( R \)-violating case at Point 5. The \( E_T^{miss} \) signature has been significantly reduced, but the jet multiplicity is higher, as expected. The \( \tilde{\chi}_1^0 \) has a rather low mass, 112 GeV, and the jets from its decay will be rather soft and not well separated.

#### 20.4.1.1 Inclusive signatures

The SUSY cross-section at SUGRA Point 5 is dominated by squark production either directly or from gluino decay. The final states will therefore be characterised by the presence of at least eight hadronic jets, and by a mass scale around 700 GeV. In order to have an estimate of the mass scale a variable can be defined:

\[
m_{T, cent} = \sum_{\eta < 2} p_T^{\text{jet}} + \sum_{\eta < 2} p_T^{\text{lepton}}.
\]

The distribution of \( m_{T, cent} \) for events selected by requiring:
is shown in Figure 20-87 for the SUSY signal, for QCD jets, and for other Standard Model backgrounds. A hard cut on the jet $p_T$ is necessary to reduce the QCD multijet background, but it also reduces the efficiency for the jets from the $\tilde{\chi}_1^0$ decay. After the cuts described above, the signal is still dominated by the QCD background for all values of $m_{T,\text{cent}}$.

The SUSY signal can therefore be separated from the SM background only by requiring the presence of at least one lepton in the event. If eight jets with $p_T > 25$ GeV and a lepton with $p_T > 100$ GeV are required, a cut on $m_{T,\text{cent}} > 1000$ GeV will yield a signal over background ratio of 2.4. If two leptons are required, the ratio is greater than ten, and approximately 10000 events are expected for SUGRA Point 5, for an integrated luminosity of 30 fb$^{-1}$.

Figure 20-85 $E_T^{\text{miss}}$ distribution for SUGRA Point 5 in the case of $R$-parity conservation (shaded histogram) and $R$-parity violation (empty histogram).

Figure 20-86 Total jet multiplicity ($p_T^{\text{jet}} > 15$ GeV) distribution for $R$-parity conservation (shaded) and $R$-parity violation at SUGRA Point 5. The jets are reconstructed using a topological algorithm based on joining neighbouring cells.

Figure 20-87 $m_{T,\text{cent}}$ distribution for SUSY signal (shaded histogram), and for signal+background (full line histogram), after requiring at least eight jets with $p_T > 50$ GeV. The different components of the background are also shown separately.
Another feature of SUGRA Point 5 is the presence of a large number of $b$-jets in the final state. Even by requiring four tagged $b$-jets, with no requirement on leptons, the signal cannot be extracted from the background. The high $b$-jet multiplicity can be used in combination with the requirement of one or more leptons in the final state to confirm a signal for new physics.

Abundant lepton production from $\tilde{\chi}_2^0$ decays is expected over a large part of the SUGRA parameter space, as shown in Figure 20-6. Therefore, it is expected that it will be possible to discover $B$-violating SUGRA models over a significant fraction of the parameter space with analyses similar to the one performed for Point 5.

### 20.4.1.2 Precision measurements

The di-lepton mass edge, produced from the decay $\tilde{\chi}_2^0 \rightarrow t\bar{t}l^+l^-$ is the starting point for exclusive analyses at SUGRA Point 5, and provides a very precise constraint on a combination of the masses of $\tilde{\chi}_1^0$, $\tilde{\chi}_2^0$ and $l_R$. In $R$-violating models the three masses involved can often be directly measured, but usually with limited statistical precision, and with the systematic uncertainties associated to the use of jets to reconstruct the invariant masses. The detection of the lepton edge provides moreover an easy way of selecting a pure SUSY sample for the reconstruction of exclusive final states.

Events were selected by requiring:
- at least eight jets with $p_T > 20$ GeV;
- transverse sphericity $> 0.2$, thrust $> 0.9$;
- $m_{T,\text{cent}} > 1000$ GeV ;
- two opposite sign (OS), same flavour (SF) leptons, with $p_T > 10$ GeV .

The invariant mass spectrum of the two leptons is shown in Figure 20-88. For an integrated luminosity of 30 fb$^{-1}$ the expected SM background is about 400 events for 7500 SUSY events. The SUSY combinatorial background can be subtracted using the distribution of OS different flavour (DF) events, shown as a hatched histogram in the plot. The edge can be measured as $(109 \pm 0.30(\text{stat.}) \pm 0.11(\text{syst.}))$ GeV , where the systematic error is given by the lepton energy scale.

The direct reconstruction of $\tilde{\chi}_1^0 \rightarrow qqq$ decays is problematic for two main reasons. First there is a high jet multiplicity, produced both from squark and gluino decays and from the presence of two $\tilde{\chi}_1^0 \rightarrow qqq$ decays in each event. Second, the $\tilde{\chi}_1^0$ mass is typically rather small over most of the accessible SUGRA parameter space – 122 GeV for Point 5. As an example, the softest jet from the harder (softer) $\tilde{\chi}_1^0$ has an average $p_T$ of 35 (21) GeV. It is therefore necessary to keep a very low jet threshold in the analysis, thus increasing the probability of picking up a wrong jet from the underlying event.
The first step in the reconstruction is aimed at minimising the contribution from additional jets in the event. The high cross-section process with lowest jet multiplicity is $\bar{q}_Rq_L^*$ production, followed by the decays $q_R \to \tilde{\chi}^0 q$ and $q_L \to \tilde{\chi}^0_2 q$, with the $\tilde{\chi}^0_2$ decaying via $\tilde{\chi}^0_2 \to l^+_Rl^-R \to l^+_R l^- q$. The cuts used to select this process while minimising the QCD background were:

- one or two leptons with $p_T > 20$ GeV. If two, they should be OS-SF with $m_{ll} < 109$ GeV;
- at least eight jets with $p_T > 17.5$ GeV;
- no additional jets and no $b$-jets with $p_T > 25$ GeV;
- two central jets with $|\eta| < 2$, and $p_T^{j_1} > 200$ GeV, $p_T^{j_2} > 100$ GeV;
- $m_{T,\text{cent}} > 1000$ GeV;
- transverse sphericity > 0.2, thrust > 0.9.

Pairs of three-jet combinations were then built from the jets in the event excluding the two leading ones. A series of cuts on the angular distance and on the transverse momentum of the jets was then applied, reducing the average number of combinations per event to 4.6. A given pairing of the six jets, $j_1, j_2, j_3$ and $j_4, j_5, j_6$, in order to be accepted was required to fulfil:

$$\Delta m_{jjj} = |m_{j_1j_2j_3} - m_{j_4j_5j_6}| < 20 \text{ GeV}.$$  

In case more than one combination satisfied the requirement, the one with minimum $\Delta m_{jjj}$ was retained. The resulting mass distribution is shown in Figure 20-89 superimposed to the QCD background for an integrated luminosity of 30 fb$^{-1}$. A very broad peak can be seen at the position corresponding to the $\tilde{\chi}^0_1$ mass, which corresponds also to the maximum of the QCD background. By using the Monte Carlo information, an efficiency of approximately 80% was found for reconstructing at least one $\tilde{\chi}^0_1$ correctly, and 25% for both.

In the second analysis, all unique pairs of masses passing the above cut were histogrammed, and the combinatorial background under the peak was estimated from the mass of all the neutralino candidates for which

$$\Delta m_{jjj} > 20 \text{ GeV}.$$  

The upper plots in Figure 20-90 show the distribution of all neutralino candidates, and those in background sample, which is normalised in the region away from the peak, and the signal after background subtraction, for Point 5. The resulting signal peak has a fitted mean of 113 GeV, with a width of 15 GeV, 9 GeV below the true neutralino mass. This shift is due to the loss of energy from the cone used to define the jets, which is estimated in Section 9.1.2 to be approximately 10% at low $p_T$. Further work is in progress to optimise the mass estimate and resolution.
The sensitivity of the peak position to the mass was studied generating a second event sample for SUGRA Point 1 with a mass of 168 GeV. The distributions for this point, before and after background subtraction, are shown in Figure 20-90. The statistical precision is less as the cross-section is smaller. The fitted mass is , compared to 151 GeV expected after energy loss from the jet cones. The shift is due to a small bias introduced by the cuts, which were optimised for Point 5. A data set with looser cuts is in production to study this effect.

From the fit to the background subtracted mass peak, the mass is expected to be measured with a statistical error of \( \pm 3.1 \) GeV. The systematic uncertainties are similar to the ones studied for the top mass reconstruction in Chapter 18, with the difference that in this case the jet combinatorial is higher, the \( W \) mass constraint absent, and the \( \tilde{\chi}_1^0 \) is lighter than the top. The large available statistics of top events will allow a detailed study with of the systematic effects inherent in multijet mass reconstruction.

From the reconstructed \( \tilde{\chi}_1^0 \), using the decay chain \( \tilde{\chi}_1^0 \rightarrow \tilde{l}_R^+ l^- \rightarrow \tilde{\chi}_1^0 l^+ l^- \), the \( \tilde{l}_R \) and \( \tilde{\chi}_2^0 \) peaks can be reconstructed. Events were selected by requiring:

- two reconstructed \( \tilde{\chi}_1^0 \) in a window 20 GeV wide centred on the fitted \( \tilde{\chi}_1^0 \) mass;
• two opposite sign, same flavour leptons with \( p_T^{l_1} > 15 \text{ GeV}, \ p_T^{l_2} > 10 \text{ GeV}, \) and \( m_{ll} < 109 \text{ GeV}. \)

The momenta of the three jets were rescaled using the constraint of the measured \( \tilde{\chi}^0_1 \) mass.

Since the events used for the \( \tilde{\chi}^0_1 \) mass reconstruction were explicitly selected to enhance the contribution of \( \tilde{q}_R \tilde{q}_L \) production, the hardest \( \tilde{\chi}^0_1 \) was assumed to come from the decay \( q_R \rightarrow \tilde{\chi}^0_1 q \). Therefore, the \( \tilde{l}_R \) mass was reconstructed by calculating the invariant mass of the softer \( \tilde{\chi}^0_1 \) with both leptons in the event. The distribution of the lower of these two masses is shown in Figure 20-91, for an integrated luminosity of 30 \( \text{fb}^{-1} \). The statistics are rather low as the plot includes 119 events, but a clear peak at the nominal \( \tilde{l}_R \) mass (157 GeV) is visible. The statistical uncertainty on the slepton mass was estimated to be \( \pm 5.1 \text{ GeV} \) by comparing the observed peak with the peaks obtained varying the slepton mass by \( \pm 10 \text{ GeV} \).

The \( \tilde{\chi}^0_2 \) is reconstructed by combining both sleptons with the softer \( \tilde{\chi}^0_1 \), after applying a cut around the \( \tilde{l}_R \) peak. The resulting distribution (Figure 20-92) shows a peak at the nominal \( \tilde{\chi}^0_2 \) mass of 233 GeV. Within the statistical uncertainty, the peak position follows the \( \tilde{\chi}^0_2 \) mass, as

\[
\chi^0_1 \rightarrow l \tilde{l}_R
\]

\[
\chi^0_2 \rightarrow l \tilde{l}_L
\]

\[
\chi^0_3 \rightarrow l \tilde{l}_R
\]

\[
\chi^0_4 \rightarrow l \tilde{l}_L
\]

\[
m_{\chi^0_1} = 212 \text{ GeV}
\]

\[
m_{\chi^0_2} = 252 \text{ GeV}
\]
shown in Figure 20-93, where the distributions for $\tilde{\chi}_2^0$ masses varied by $\pm 20$ GeV with respect to the nominal one are shown (top and bottom plot). From these distributions, the $\tilde{\chi}_2^0$ mass was measured to be $(233 \pm 4.1(\text{stat.}) \pm 2.3(\text{syst.})$ GeV.

This same event sample can in principle be used for the direct reconstruction of both $\tilde{q}_R$ and $\tilde{q}_L$, by combining the hard jets in the event with the reconstructed $\tilde{\chi}_1^0$ and $\tilde{\chi}_2^0$ respectively. In practice, the number of fully reconstructed $\tilde{\chi}_1^0$ is too small to allow a meaningful $\tilde{q}_L$ reconstruction to be made. Therefore the analysis was focused on the reconstruction of the decay $\tilde{q}_R \rightarrow \tilde{\chi}_1^0 q$.

The events were selected by requiring two reconstructed $\tilde{\chi}_1^0$ within 30 GeV of the measured mass, and a $p_T$ of the leading jet larger than 300 GeV, in order to further enhance the fraction of $\tilde{q}_R$ decays in the sample. After these cuts 50% of the events contain a $\tilde{q}_R$.

The choice of the correct jet-$\tilde{\chi}_1^0$ combination was performed in two steps. First each of the two leading jets was combined with the softer $\tilde{\chi}_1^0$ and the leptons in the event, and the combination giving the lower mass was retained as the $\tilde{q}_L$. The remaining hard jet was then combined with the harder $\tilde{\chi}_1^0$. The invariant mass spectrum, shown in Figure 20-94, has a broad peak around 660 GeV, the nominal $\tilde{q}_R$ mass. By varying the $\tilde{q}_R$ mass, it was verified that the peak position does follow the mass, while it is insensitive to the value of the $\tilde{\chi}_1^0$ mass. From the invariant mass distribution, the squark mass is measured to be $664 \pm 30(\text{stat.}) \pm 7(\text{syst.})$ GeV.

The reconstruction of the $h \rightarrow b\bar{b}$ peak was straightforward at Point 1 and Point 5 for R-parity conserving models. In that case the Standard Model background was efficiently rejected by the $E_T^{\text{miss}}$ requirement. In the $B$-violating case, the $E_T^{\text{miss}}$ cannot be used, and the combined requirement of one lepton and two $b$-jets causes an unacceptable loss of statistics. Moreover, for the considered $\tilde{\chi}_1^0$ decay, which involves a $c$-quark, the SUSY background would also be big for realistic values of the probability to misidentify a $c$-jet for a $b$-jet. An explicit attempt at reconstruction shows that at Point 5 it is not possible to extract a significant $h \rightarrow b\bar{b}$ peak.

The SUSY events with abundant production of Higgs bosons in $\tilde{\chi}_1^0$ decays would anyway contain a large number of $b$-quarks from $h$ decay, and the observed $b$-jet rate can be used to constrain the sign of $\mu$.

All the analyses described above are valid only for SUGRA Point 5. The reconstruction of $\tilde{\chi}_1^0$ was attempted also for the other SUGRA points. At Points 1 and 2, the sparticles are heavier, so the production cross-section is lower. As shown above, applying the same reconstruction method as for Point 5 gave a peak in the three-jet invariant mass for the signal. The QCD background is 30% higher than the signal, thus rendering the detection of the three-jet peak more difficult. On the other hand, the higher energy of the jets from the $\tilde{\chi}_1^0$ decay as compared to Point 5 enhances the fraction of events in which the three jets can be reconstructed. A more detailed study based on the optimisation of the cuts for Points 1 and 2 is needed to assess the achievable precision of the $\tilde{\chi}_1^0$ mass measurement. At Point 3, the high production cross-section guarantees the discovery of SUSY, but the low $\tilde{\chi}_1^0$ mass (44 GeV) renders the direct reconstruction of the $\tilde{\chi}_1^0$
from hadronic jets impossible. At Point 4, the mass of the $\tilde{\chi}_1^0$ is 80 GeV, and the most promising channel is the electroweak production of chargino-neutralino pairs, which has a cross-section of 3.5 pb, followed by purely leptonic decays of the two gauginos, which gives final states with no jets from sparticle decays, except the ones from the two $\tilde{\chi}_1^0$. A detailed study is in progress to verify if the $\tilde{\chi}_1^0$ can be reconstructed in this case.

20.4.1.3 Constraints on the SUGRA parameters

The basic difference with respect to R-parity conserving SUSY is the possibility of direct mass measurements, albeit with very low statistics and limited precision. The studies performed up to now were based on a naive use of the standard jet algorithms. With these algorithms, a convincing reconstruction of the $\tilde{\chi}_1^0$, and subsequently of the particles decaying into it, seems possible only in the cases where the SUSY mass scale is low enough to guarantee a high production cross-section, and the $\tilde{\chi}_1^0$ is heavy enough to decay into an identifiable three-jet configuration. These conclusions could be modified by more detailed studies of jet reconstruction. On the other hand, the much increased jet multiplicity renders more difficult the extraction of signatures such as the $h \rightarrow b\bar{b}$ peak from the $\tilde{\chi}_1^0$ decay. Therefore the value of $\tan \beta$, which is constrained by the Higgs mass measurement, would be accessible only if the direct production of the Higgs boson, e.g. in the $h \rightarrow \gamma\gamma$ channel, could be performed.

In conclusion, for $B$-violating SUGRA at Point 5, which was studied in detail, the parameters of the model should be constrained with a precision approximately equivalent, or somewhat better, to the one found in the R-conserving case except for $\tan \beta$, which requires a measurement outside SUSY final states.

20.4.2 Lepton number violation: $\chi_1^0 \rightarrow l^+ l^- \nu$

For this class of models, both $\tilde{\chi}_1^0$ in each event decay into three leptons, of which at least two are of different flavours since the $\lambda_{ijk}$ couplings are antisymmetric. One lepton is neutral, and the other two have opposite charges, since the LSP is supposed to be neutral. The two charged leptons can either have the same flavour or different flavours. The relative weight of the two configurations is a function of the neutralino mixing matrix. For the studies presented here [20-43], the $\tilde{\chi}_1^0$ decay branching fractions are implemented in the simulation using the program described in [20-44]. This results in a dramatic increase in the number of leptons in the final state, and in the presence of a certain amount of $E_T^{miss}$. The standard model background is exceedingly small. In case one of the three subscripts of the $\lambda_{ijk}$ takes the value three, one of the leptons is of the third generation, thus reducing the number of ‘stable’ leptons in the final state. In particular, if the $k$ subscript takes the value three, all the events contain two $\tau$'s. In these cases the electron and muon multiplicity is significantly reduced, and there is a moderate increase of the $E_T^{miss}$.

20.4.2.1 Inclusive signatures

The high number of leptons in the final state renders the extraction of the SUSY signal from the Standard Model background very easy. The following selection criteria are sufficient to reduce the Standard Model background to a negligible level:

- at least three leptons with $p_T > 20$ GeV (lepton = e, $\mu$);
• $E_T^{miss} > 100$ GeV;
• $p_T > 70$ GeV for the leading lepton.

In order to study the reach of these selection criteria in the SUGRA parameter space, 1000 events were generated for each point in the $m_0 - m_{1/2}$ plane. The remaining parameters of the models were set to the values: $\tan\beta = 2$, $A = 0$, $\mu$ positive. The reach is conventionally expressed as the region in parameter space for which $S/B > 5$, with $S$ number of signal events and $B$ number of background events after the cuts. The reach in the $m_0 - m_{1/2}$ plane for an integrated luminosity of $10 fb^{-1}$ is shown in Figure 20-95. The black squares represent the points for which $S/B > 5$, and the white squares the points for which, due to the low statistics generated, the sensitivity could not be calculated.

The mass scale of the SUSY events can be studied using a variable similar to the $M_{eff}$ variable defined for the $R$-parity conserving case, modified to take into account the $\tilde{\chi}_1^0$ decay products:

$$M_{eff} = \sum_{i=1}^{4} p_T^{jet,i} + \sum_{i=1}^{4} p_T^{lep,i} + E_T^{miss}.$$  

10000 events were generated at 30 random points in the parameter space. For each of these points the correlation between the maximum of the $M_{eff}$ distribution and $M_{SUGRA}$ is shown in Figure 20-96, where $M_{SUGRA}$ is defined as:

$$M_{SUGRA} = \min(M_{\tilde{g}}, M_{\tilde{q}_R}, M_{\tilde{b}_1}, M_{\tilde{t}_1}).$$

A good correlation is observed, with a ratio of approximately two.

A fundamental parameter for $R$-parity violating models is the strength of the different couplings $\lambda_{ijk}$. For the decay $\tilde{\chi}_1^0 \rightarrow l^+ l^- \nu$ the study of the lepton universality violation in the final state should give a hint on which coupling is dominant. To illustrate this, a study was performed for SUGRA Points 1, 3 and 5 and for two dominant couplings: $\lambda_{122}^0$ and $\lambda_{123}^0$. For all three points, the number of events with zero electrons and four muons was compared
to the number of events containing four electrons and zero muons. For $\lambda_{122} \neq 0$ the four-$\mu$ events dominate the four-electron events by roughly a factor of ten, whereas for $\lambda_{123} \neq 0$ the two topologies have approximately the same weight, and the overall statistics of four-lepton events is a factor between two and five lower than in the previous case. This is as expected from the index three in the coupling, which produces the decay of the $\tilde{\chi}_1^0$ into $\tau$ leptons. The pattern can be observed in Figure 20-97 where the number of muons per event is plotted for Points 1 and 5 for two dominant couplings. Only the events for which the sum of the number of electrons and muons is equal to four enter the plot.

20.4.2.2 Precision measurements

The study of detailed signatures was performed for three SUGRA Points: 1, 5, and 3, corresponding respectively to a high, medium and low mass scale. As already discussed in detail in the $R$-parity conserving sections, Points 1 and 5 both have a $h \rightarrow b \bar{b}$ signature. In addition Point 5 has also a lepton-based signature from slepton decay. Point 3 is interesting in this context because the abundant lepton production from $\tilde{\chi}_1^0$ decays can give a combinatorial background to the $\tilde{\chi}_1^0$ direct reconstruction.

Models with two different dominant $R$-violating couplings were studied: $\lambda_{122} \neq 0$ and $\lambda_{123} \neq 0$. In the first case, each $\tilde{\chi}_1^0$ decay contains two electrons or muons. For the $\lambda_{123} \neq 0$ coupling, each $\tilde{\chi}_1^0$ decay contains a $\tau$ lepton.

20.4.2.3 Points 1 and 5: $\lambda_{122} \neq 0$

The decay of the $\tilde{\chi}_1^0$ is in this case $\tilde{\chi}_1^0 \rightarrow \nu_{e(\mu)} + \mu^\pm (e^\pm) + \mu^\mp$. Each event contains at least four leptons. The signature for the $\tilde{\chi}_1^0$ decay is either a pair of Opposite Sign-Same Flavour leptons (OS-SF) or a pair of Opposite Sign-Different Flavour (OS-DF) leptons, with the relative ratio of the two modes determined by the neutralino mixing matrix.
The events were selected by requiring:

- at least four leptons with $p_T > 10$ GeV;
- $\cos \alpha_{\ell\ell} \geq 0.5$, where $\alpha_{\ell\ell}$ is the angle between any OS-DF lepton pair;
- $E_T^{BLISS} > 50$ GeV.

At Point 1 the production of lepton pairs is dominated by the $\tilde{\chi}_1^0$ decays. At Point 5 there is a significant contribution from the decay $\tilde{\chi}_1^0 \rightarrow t\bar{t}l^+l^-$, which produces OS-SF lepton pairs. Therefore an additional cut: $N^+_t = N^+_t$ and $N^+_e = N^+_\mu$ was added for Point 5 to reduce the importance of this background.

The distribution of the invariant mass for the OS-DF lepton pairs after the above cuts is shown in Figure 20-98 for Point 1. There is a clear edge structure superimposed on the combinatorial background. After subtraction of the background parametrised with a Maxwellian function, the $\tilde{\chi}_1^0$ mass can be measured by fitting the resulting distribution near the end point with a polynomial function, as shown in Figure 20-99. The resulting values are: $m_{\tilde{\chi}_1^0} = (169.8 \pm 0.18)$ GeV for Point 1 and $m_{\tilde{\chi}_1^0} = (122.62 \pm 0.35)$ GeV for Point 5, where the error is the quadratic sum of the statistical error from the fit to the end point and of the 0.1% uncertainty in the lepton energy scale.

In the following, a reconstructed $\tilde{\chi}_4^0$ is defined as an OS-DF lepton pair with an invariant mass in the interval $(m_{\tilde{\chi}_4^0} - \Delta m_{\tilde{\chi}_4^0}, m_{\tilde{\chi}_4^0})$, where $m_{\tilde{\chi}_4^0}$ is the measured end point, and $\Delta m_{\tilde{\chi}_4^0}$ is 50 GeV for Point 1 and 30 GeV for Point 5.

To reconstruct the $h \rightarrow b\bar{b}$ peak from the decay $\tilde{\chi}_1^0 \rightarrow h\tilde{\chi}_1^0$ two additional requirements were applied:

- at least two $b$-jets with $p_T > 30(40)$ GeV for Point 1 (Point 5) and $p_T < 300$ GeV;
- $\cos \alpha_{bb} > 0.4(0.3)$ for Point 1 (Point 5), with $\alpha_{bb}$ the angle between the two $b$-jets.
The invariant mass distribution of the $b\bar{b}$ pairs is shown in Figure 20-100 for Point 1. The background is only from SUSY combinatorial, and it is larger than in the $R$-parity conserving case. This is due to the increase of the background from decays of third-generation squarks, which was suppressed by the lepton veto in the $R$-parity conserving case.

The reconstructed $h$ peak was then combined with a reconstructed $\tilde{\chi}^0_1$ to form the $\tilde{\chi}^0_1$ mass. For this purpose the events were required to contain at least one reconstructed $\tilde{\chi}^0_1$, and a $b\bar{b}$ pair within $\pm 15$ GeV of the measured $h$ mass. The angle $\alpha$ between the $h$ and the $\tilde{\chi}^0_1$ candidates was required to satisfy the condition: $\cos\alpha > 0.7(0.5)$ for Point 1 (Point 5).

A harder angular cut was applied at Point 1, as the $\tilde{\chi}^0_1$ and the $h$ are expected to have a higher boost. The reconstructed $\tilde{\chi}^0_1$ mass is shown in Figures 20-101 and 20-102 for Points 1 and 5 respectively. From a fit to the peak, the following measurements were obtained: $m_{\tilde{\chi}^0_1} = (326.2 \pm 4.8)$ GeV for Point 1 and $m_{\tilde{\chi}^0_1} = (230.7 \pm 2.7)$ GeV for Point 5.

The $\tilde{q}_L$ has a branching fraction of 60% into $q\tilde{\chi}^+_1$ for both Points 1 and 5. The $\tilde{\chi}^+_1$ in turn decays with 100% branching ratio to $W\tilde{\chi}^0_1$. This decay can be fully reconstructed by identifying the $\tilde{q}\tilde{q}$ decay of the $W$. In events with a reconstructed $\tilde{\chi}^0_1$, light quark pairs were selected according to the following requirements:

![Figure 20-100](image1.png) Invariant mass of $b\bar{b}$ pairs at Point 1 ($\lambda_{122} \neq 0$) for an integrated luminosity of 30 fb$^{-1}$. The full line histogram is the signal+background, the hatched is the SUSY combinatorial background.

![Figure 20-101](image2.png) Invariant mass of a Higgs candidate with a $\tilde{\chi}^0_1$ for Point 1 ($\lambda_{122} \neq 0$) and an integrated luminosity of 30 fb$^{-1}$. The distribution shows a peak at the expected position of the $\tilde{\chi}^0_1$ mass (326 GeV).

![Figure 20-102](image3.png) Invariant mass of a Higgs candidate with a $\tilde{\chi}^0_1$ for Point 5 ($\lambda_{122} \neq 0$) and an integrated luminosity of 30 fb$^{-1}$. The distribution shows a peak at the expected position of the $\tilde{\chi}^0_1$ mass (233 GeV).
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The invariant mass distribution of the two selected jets shows a clear peak around the W mass over a large combinatorial background. The W was selected by requiring an invariant mass within 15 GeV of the nominal W mass. The W candidate was then combined with the $\tilde{\chi}^0_1$ if the angle $\alpha$ between them satisfied the requirement $\cos \alpha > 0.85$. The resulting invariant mass is

- $p_T^{j_1} > 100$ GeV and $p_T^{j_2} < 600$ (350) GeV for Point 1 (Point 5);
- $\cos \alpha_{jj} > 0.9$ (0.8) for Point 1 (Point 5).

Figure 20-103 Invariant mass of a $W \rightarrow q\bar{q}$ candidate with a $\tilde{\chi}^0_1$ candidate for Point 1 ($\lambda_{122} \neq 0$) and an integrated luminosity of 30 fb$^{-1}$. The distribution shows a peak at the expected position of the $\tilde{\chi}^+_1$ mass (326 GeV).

Figure 20-104 Invariant mass of a $W \rightarrow q\bar{q}$ candidate with a $\tilde{\chi}^0_1$ candidate for Point 5 ($\lambda_{122} \neq 0$) and an integrated luminosity of 30 fb$^{-1}$. The distribution shows a peak at the expected position of the $\tilde{\chi}^+_1$ mass (232 GeV).

Figure 20-105 Invariant mass of $\tilde{\chi}^0_1$ with a hard jet in Point 1 ($\lambda_{122} \neq 0$) for an integrated luminosity of 30 fb$^{-1}$. The expected positions of the mass of the right handed squark is shown.

Figure 20-106 Invariant mass of $\tilde{\chi}^0_1$ with a hard jet in Point 5 ($\lambda_{122} \neq 0$) for an integrated luminosity of 30 fb$^{-1}$. The expected positions of the masses of the right handed squark is shown.
shown in Figures 20-103 and 20-104 for Points 1 and 5 respectively. A peak is visible at the value of the \( \chi^+_1 \) mass, for both points. Due to the high combinatorial background under the selected \( W \), the peak is very broad and the statistics is low. From the peak width and the number of events, an uncertainty on the mass measurement of around 6 GeV for Point 1 and 4 GeV for Point 5 can be estimated.

Squark reconstruction can be attempted for \( \tilde{q}_R \) by exploiting the decay \( \tilde{q}_R \rightarrow q\tilde{\chi}^0 \). Events were selected requiring at least one reconstructed \( \tilde{\chi}^0 \) and a hard jet. The hard jet was required not to give an invariant mass within 15 GeV of the \( Z \) or of the \( W \) mass combined with any other light jet in the event and to be in the same hemisphere as the \( \tilde{q}_L \) candidate.

The invariant mass distributions are shown in figures Figures 20-105 and 20-106 for Points 1 and 5 respectively. The observed peaks are very broad, and suffer from contaminations from gluino and \( \tilde{t}_1 \) decays. In particular at Point 1 the \( \tilde{q}_R \) mass is rather close to the gluino mass, and it is difficult to determine if the observed peak is actually due to \( \tilde{q}_R \) decay. The situation looks clearer for Point 5, where the \( \tilde{q}_R \) peak is clean, and has a good statistical significance. In order to extract a measurement from these distributions a detailed knowledge of the combinatorial background is necessary.

Given the low statistics of reconstructed \( \tilde{\chi}^0_2 \) (see Figures 20-101 and 20-102), the decay \( \tilde{q}_L \rightarrow q\tilde{\chi}^0_2 \) can only be reconstructed for Point 5. The events were required to include a reconstructed \( \tilde{\chi}^0_2 \) within 40 GeV of the measured \( \tilde{\chi}^0_2 \) peak, and a hard jet with \( p_T > 100 \) GeV which cannot be ascribed to a \( W \rightarrow jj \) decay. The resulting invariant mass distribution is shown in Figure 20-107. The peak at the \( \tilde{q}_L \) mass is clean and has a reasonable statistics, allowing the \( \tilde{q}_L \) mass to be measured with a precision of about 15 GeV. The distribution presents an enhancement around 500 GeV, which, if statistically significant could be interpreted as a \( \tilde{t}_1 \rightarrow \tilde{\chi}^0_2 l \rightarrow \tilde{\chi}^0_2 jjb \) decay where the three jets from the top decay are reconstructed as a single jet.

At Point 5 the right handed sleptons \( \tilde{l}_R \) are produced in \( \tilde{\chi}^0_1 \) decays, and can be reconstructed from their dominant decay \( \tilde{r}_R \rightarrow \tilde{\chi}^0_1 l \). Events were selected by requiring a \( \tilde{\chi}^0_1 \) candidate and an additional lepton. The lepton transverse momentum was required to be between 10 and
200 GeV, and the angle $\alpha$ between the $\tilde{\chi}_1^0$ and the lepton to satisfy the condition $\cos \alpha \geq 0.5$. The invariant mass distribution is shown in Figure 20-108. The peak is superimposed on a combinatorial background mainly coming from the decay chain $\tilde{\chi}_1^0 \rightarrow \tilde{\chi}_1^0 W^\pm \rightarrow \tilde{\chi}_1^0 l^\pm \nu_l$. From a Gaussian fit to the peak the slepton mass is measured to be $m_{\tilde{l}_R} = (156.8 \pm 1.7) \text{ GeV}$.

### 20.4.2.4 Points 1 and 5: $\lambda_{123} \neq 0$

In this case there is always a $\tau$ lepton among the $\tilde{\chi}_1^0$ decay product. The clear OS-DF signature exploited for the case $\lambda_{122} \neq 0$ is therefore lost, and the direct reconstruction of the $\tilde{\chi}_1^0$ is very difficult. The aim of the analysis is in this case to check if the signatures studied in the $R$-parity conserving case are still valid.

At Point 5 the $\tilde{\chi}_1^0$ decay chain $\tilde{\chi}_1^0 \rightarrow \tilde{\nu}_l \tilde{\nu}_l \rightarrow \tilde{\chi}_1^0 l^+ l^-$ with the subsequent $\tilde{\chi}_1^0$ decay yields three leptons, among which an OS-SF and an OS-DF flavour pair can be formed. The lepton-lepton edge from the decay $\tilde{\chi}_2^0 \rightarrow \tilde{\nu}_l \tilde{\nu}_l \rightarrow \tilde{\chi}_2^0 l^+ l^-$ has a big combinatorial background from the additional leptons in the event. The events were selected in the same way as for the $\tilde{\chi}_1^0$ mass reconstruction, requiring the two OS-SF leptons to have $p_T > 15 \text{ GeV}$, to be in the same hemisphere and to be unbalanced. The resulting invariant mass distribution of OS-SF lepton pairs is shown in Figure 20-109. An edge structure is visible above the combinatorial background. The precision with which this can be measured has not been investigated.

The OS-DF pairs with an invariant mass near the endpoint can be further combined with an OS lepton pair in the event, where one of the additional leptons comes from the $\tilde{\chi}_1^0$ decay, and the other one from the tau decay. If the mass of the OS-DF pair is rescaled to the value of the measured end point, the invariant mass distribution with the two additional leptons presents an edge which is sensitive the $\tilde{\chi}_2^0$ mass.

---

**Figure 20-109** Invariant mass of OS-SF lepton pairs at Point 5 ($\lambda_{123} \neq 0$) for an integrated luminosity of 30 fb$^{-1}$. The full line histogram is signal+background and the shaded histogram the combinatorial background.

**Figure 20-110** Invariant mass of the jet-$\tilde{\chi}_2^0$ combination as described in the text at Point 5 ($\lambda_{123} \neq 0$) for an integrated luminosity of 30 fb$^{-1}$. The arrows shows the expected position of the $\tilde{q}_L$ mass.
By further combining the 4-lepton combinations with an invariant mass near the $\tilde{\chi}_2^0$ edge with a hard jet in the event, the distribution in Figure 20-110 is obtained which is peaked at the value of the $q_L$ mass.

### 20.4.2.5 Point 3: $\lambda_{122} \neq 0$

Point 3 has a much lower mass scale than the other points, and therefore a huge production cross-section. The dominant decay of the $\tilde{\chi}_2^0$ is the three-body decay $\tilde{\chi}_2^0 \rightarrow f\bar{f}\tilde{\chi}_1^0$, where $f$ are ordinary fermions, yielding a large number of OS-SF lepton pairs in the final state. The $\tilde{\chi}_1^0$ decays $\tilde{\chi}_1^0 \rightarrow \nu_e + \mu^+(e^-) + \mu^+$ yield both OS-DF and OS-SF pairs, with relative branching fractions ‘a priori’ different from those at point 5. There is a large violation of electron-muon universality in this case; the consequences of this have not been studied. The $\tilde{\chi}_1^0$ reconstruction is performed by calculating the invariant mass of OS-DF pairs which have a lower background.

Events were selected requiring at least four leptons with $p_T > 10$ GeV in the final state, and an $E_T^{miss}$ greater than 50 GeV. The angle between the two leptons was required to satisfy the condition:

$$\alpha_{ll} \cos 0.85 \geq 0.85$$

The invariant mass distribution of the lepton pairs is shown in Figure 20-111 for an integrated luminosity of 10 fb$^{-1}$. The background is higher than in Point 5, and is mostly produced by the decays of $\tilde{t}_1$ and $\tilde{b}_1$ to charginos. The statistics is high, and the $\tilde{\chi}_1^0$ mass can be measured as $m_{\tilde{\chi}_1^0} = (44.8 \pm 0.1)$ GeV from a fit to the end point of the distribution after background subtraction. The quoted error includes the statistical error on the fit and a 0.1% uncertainty on the lepton energy scale. A detailed study on the modelling of the background is still needed in order to confirm that this precision is indeed achievable.

For the following steps in the reconstruction of the SUSY decay chains, a reconstructed $\tilde{\chi}_1^0$ is defined as an OS-DF lepton pair with invariant mass smaller than and within 10 GeV of the endpoint. The momenta of the two leptons are scaled up to the measured $\tilde{\chi}_1^0$ mass.

Information on the $\tilde{\chi}_2^0$ mass can be extracted using additional opposite-sign leptons in events with at least one reconstructed $\tilde{\chi}_1^0$. The invariant mass of the lepton pairs has a complex structure, with two edges superimposed: one at 45 GeV, and one at 42 GeV, corresponding to $m_{\tilde{\chi}_2^0}$ and $m_{\tilde{\chi}_2^0} - m_{\tilde{\chi}_1^0}$, respectively. The distribution is shown in Figure 20-112, where the full histogram shows the sum of the $\tilde{\chi}_1^0 \rightarrow l^+l^-$ and of the $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 l^+l^-$ contributions, and the shaded histogram the distribution of the $\tilde{\chi}_1^0$ decay alone. Already from this distribution, the $\tilde{\chi}_1^0 - \tilde{\chi}_2^0$ mass difference can be measured with a precision of about 1%, if the background can be adequately subtracted. Alternatively, a full reconstruction of the $\tilde{\chi}_2^0$ can be performed by calculating the invariant mass of a reconstructed $\tilde{\chi}_1^0$ with a lepton pair near the $m_{\tilde{\chi}_2^0} - m_{\tilde{\chi}_1^0}$ edge. From a gaussian fit to the distribution shown in Figure 20-113, the $\tilde{\chi}_2^0$ mass is measured as $m_{\tilde{\chi}_2^0} = (96.7 \pm 0.17)$ GeV, where the quoted error includes the statistical error on the fit, the statistical error on the $\tilde{\chi}_1^0$ mass measurement, and the systematic uncertainty on the lepton energy scale.

The most striking feature of Point 3 is the high number of $b$-jets in the final state. The dominant production mechanism is the decay chain $\tilde{g} \rightarrow \tilde{b}_1 + b \rightarrow \tilde{\chi}_2^0 + b + b$. A full reconstruction can be performed by using $\tilde{\chi}_2^0$ candidates defined as four-lepton combinations with an invariant mass within $\pm 10$ GeV of the $\tilde{\chi}_2^0$ peak shown in Figure 20-113. The $b$-jets from the decay $\tilde{b}_1 \rightarrow \tilde{\chi}_2^0 + b$ have typically a $p_T$ in excess of 50 GeV, whereas the $b$-jets from the decay $\tilde{g} \rightarrow \tilde{b}_1 + b$ are much softer. Therefore events were selected requiring at least two $b$-jets with $p_T > 10$ GeV among which the ones with $p_T > 50$ GeV were labelled as ‘hard’ and the remaining ones as ‘soft’.
The first step is to reconstruct a gluino peak by taking the invariant mass of a reconstructed, a ‘hard’ $b$-jet, and a ‘soft’ $b$-jet. The distribution, shown in Figure 20-114, exhibits a broad peak around 300 GeV, which corresponds to the gluino mass. The events within ±10 GeV of the gluino peak were then selected, and the invariant mass of the $\tilde{\chi}^0_2$ with the ‘hard’ $b$ was calculated if the angle $\alpha$ between them satisfied $\cos\alpha \geq 0.5$. The resulting mass distribution is shown in
Figure 20-115  Invariant mass of the $\tilde{\chi}^0_2$ with a hard $b$-jet at Point 3 ($\lambda_{122} \neq 0$) for an integrated luminosity of 10 fb$^{-1}$. The events are selected requiring that the $\tilde{\chi}^0_2$-bb mass is near the gluino mass.

Figure 20-116  Invariant mass of the $\tilde{b}_1$ with the remaining soft $b$-jet in the event at Point 3 ($\lambda_{122} \neq 0$) for an integrated luminosity of 10 fb$^{-1}$. The fitted peak gives a measurement of the gluino mass.

Figure 20-117  The dependence of the masses of $\tilde{\chi}^0_2$ and $\tilde{g}$ from the assumed value of the $\tilde{\chi}^0_2$ mass for Point 3 ($\lambda_{123} = 0$).

20.4.2.6 Point 3: $\lambda_{123} \neq 0$

The direct reconstruction of $\tilde{\chi}^0_1$, as in Point 5, is rendered impossible by the presence of a tau lepton among the $\tilde{\chi}^0_1$ decay products. The possible measurements are therefore very similar to the R-parity conserving case, and will only be briefly summarised in the following. The mass difference $m_{\tilde{\chi}^0_2} - m_{\tilde{\chi}^0_1}$ can be measured from the end point of the invariant mass distribution of the OS-SF lepton pairs. The reconstruction of the $\tilde{g} \rightarrow \tilde{b}_1 + b \rightarrow \tilde{\chi}^0_2 + b + \bar{b}$ decay chain follows the procedure described above for the $\lambda_{122} \neq 0$ case. The main difference is that no direct measurement of the $\tilde{\chi}^0_2$ mass is available, therefore one needs to assume a value for the $\tilde{\chi}^0_1$ mass in order to reconstruct gluino and $\tilde{b}_1$.  

$\tilde{b}_1$ mass is measured to be $m_{\tilde{b}_1} = (276.6 \pm 3)$ GeV, where the error is dominated by the uncertainty in the $b$-jet energy scale. For the events within $\pm 10$ GeV of the $\tilde{b}_1$ peak, the invariant mass of the $\tilde{b}_1$ candidate with the soft $b$-jet can be calculated, as shown in Figure 20-116, yielding a measurement of the gluino mass: $m_{\tilde{g}} = (301 \pm 3)$ GeV.
The distributions of the invariant masses for $\tilde{b}_1$ and gluino are very similar to the ones shown for $\lambda_{123} \neq 0$, once the $\tilde{t}_2^0$ mass is given. By repeating the analysis for different values of the $\tilde{t}_2^0$ mass a linear dependence, shown in Figure 20-117 was found between the $\tilde{b}_1$ and $\tilde{g}$ masses and the $\tilde{t}_2^0$ mass, which can be used as input to the fit of the fundamental parameters of the model.

### 20.4.2.7 Constraints on SUGRA parameters

For the $\tilde{\chi}_1^0$ decays involving only leptons of the first two generations, the invariant masses of the many lepton combinations available, and the fact that the neutrino is massless make it possible to perform a direct reconstruction of some supersymmetric decay chains with good precision. In this case, therefore, the SUGRA parameters are constrained with higher precision than in the $R$-parity conserving case. For $L$-violating couplings involving $\tau$ leptons, no advantage can be gained from direct $\tilde{\chi}_1^0$ reconstruction, and the high combinatorial background of leptons from the $\tilde{\chi}_1^0$ decay worsens in a significant way the precision of the measurements of edges in the invariant mass distribution of lepton pairs.

### 20.4.3 Lepton number violation: $\chi_1^0 \rightarrow q\bar{q}l, q\bar{q}\nu$

When one of the $\lambda'_{ijk}$ is different from zero, each of the $\tilde{\chi}_1^0$ decays into two hadronic jets and a lepton, which can be either a charged lepton or a neutrino. The SUSY events will therefore exhibit a higher jet multiplicity than in the $R$-parity conserving case, with the presence of at least two additional leptons in each event. Two distinct final state phenomenologies appear in this case, depending on whether the lepton from the $\tilde{\chi}_1^0$ decay is a charged lepton or a neutrino. In the first case, one probably has the ‘easiest’ among all the possible $R$-parity violating signatures, as the two additional leptons per event allow easy separation from Standard Model backgrounds, and the two leptons can be taken as ‘seeds’ for the full reconstruction of the $\tilde{\chi}_1^0$. In case the lepton is a neutrino, there is some $E_T^{miss}$ in the event, as shown in Figure 20-118, but hardly enough to guarantee the extraction of the signal from the background, and full reconstruction of $\tilde{\chi}_1^0$ is not possible.

For a given $\lambda'_{ijk}$, both the decays $\tilde{\chi}_1^0 \rightarrow q\bar{q}l$ and $\tilde{\chi}_1^0 \rightarrow q\bar{q}\nu$ exist, with a relative branching fraction which is determined by the neutralino mixing matrix and the SUSY mass spectrum in the considered point of parameter space. The branching fractions for the five SUGRA points were calculated for the case $\lambda'_{112} \neq 0$ [20-45]. The branching fraction into charged leptons varied between 75% (Point 3) and 35% (Point 5), thus giving for all points a significant number of events with one or two charged leptons from $\tilde{\chi}_1^0$ decays in the final state. For detailed studies [20-46].
only decays to the first generation were considered, and the two cases, respectively with the decay in electron or neutrino, were considered separately, assuming in each case a 100% branching fraction.

20.4.3.1 Inclusive analysis

The SUSY signal can easily be extracted from the SM background by exploiting the high charged lepton multiplicity in the final state, in the case of $\tilde{\chi}_1^0 \rightarrow q\bar{q}l$ decays. This is true for all the five SUGRA points considered. For the decay $\tilde{\chi}_1^0 \rightarrow e\nu d$, requiring a jet multiplicity greater than seven, with a hard leading jet, plus a single lepton with $p_T > 15$ GeV is enough to obtain signal-to-background ratios of better than ten. Similarly to the $B$-violating case, the variable $m_{T,\text{cent}}$ can be used to estimate the mass scale of the SUSY particles.

The decay $\tilde{\chi}_1^0 \rightarrow \nu q\bar{q}$ could be dominant in some corners of the parameter space. To take this into account, the extraction of the SUSY signal was explicitly studied for this decay. In general, the limited amount of $E_T^{\text{miss}}$ in the events does not allow the separation of the signal from the Standard Model background in a convincing way just by requiring high jet multiplicity and $E_T^{\text{miss}}$. As already seen for $B$-violating couplings, a signal to background ratio adequate for discovery can be obtained requiring the presence of at least one lepton in the final state. These leptons are abundantly produced in the cascade decays of sparticles over a significant fraction of the SUGRA parameter space.

20.4.3.2 Precision measurements

The strategy for precision measurement when the decay $\tilde{\chi}_1^0 \rightarrow e\nu d$ is dominant is radically different than in the $R$-parity conserving case. The starting point for the reconstruction of an exclusive decay chain is at the very bottom of the chain, where the presence of a charged lepton makes the reconstruction of at least one of the LSP reasonably easy.
For SUGRA Point 5, the average $p_T$ of the harder LSP is 320 GeV, and the decay particles have average $p_T$ of 160, 55, and 105 GeV for the two jets, and the charged lepton respectively, allowing to reach a good efficiency in the reconstruction of the $\tilde{\chi}^0_1$.

The $\tilde{\chi}^0_1$ was reconstructed by first selecting the SUSY events with a set of loose cuts:
- at least six jets with \( p_T > 20 \text{ GeV} \), of which one with \( p_T > 250 \text{ GeV} \);
- at least one lepton with \( p_T > 20 \text{ GeV} \);
- transverse sphericity > 0.2, and thrust < 0.9.

Then the correct \( jjl \) combination was chosen, out of the combinatorial background from jets directly produced in squark and gluino decays. For the leading \( \tilde{\chi}_1^0 \), the \( \Delta R \) distance between the two jets was required to be smaller than 1, and the distance between the leading (second) jet and the lepton was required to be smaller than 1 (1.5). All angular cuts were set at \( \Delta R < 2 \) for the reconstruction of the second \( \tilde{\chi}_1^0 \). The combinatorial background was further reduced by requiring that the leading jet has \( p_T > 50 \text{ GeV} \) and the second jet has \( p_T < 100 \text{ GeV} \) for the first \( \tilde{\chi}_1^0 \), and both jets have \( p_T \) smaller than 100 GeV for the second \( \tilde{\chi}_1^0 \). With these prescriptions 1.4 combination on average were found per event.

The invariant \( jjl \) mass, shown in Figure 20-119, exhibits a clear peak at the \( \tilde{\chi}_1^0 \) mass. The observed peak is not generated by the kinematic cuts, since one can see that the QCD background does not exhibit a peak in the same position. Moreover the reconstruction was performed for different values of the \( \tilde{\chi}_1^0 \) mass. The displacement of the peak position, shown in Figure 20-120, allows the \( \tilde{\chi}_1^0 \) mass to be determined with a precision of \( \pm 3 \text{ GeV} \). The same analysis was performed for SUGRA points 3 and 4, using the same angular and kinematic cuts. A peak, albeit degraded, is seen for Point 4, whereas at Point 3 the mass of the \( \tilde{\chi}_1^0 \) is small (44 GeV) and the reconstruction from the very soft jets and leptons is problematic.

Once the \( \tilde{\chi}_1^0 \) has been reconstructed, it is possible to go up the decay chain and reconstruct other sparticle masses. As usual, for SUGRA Point 5, the best decay chain for full exclusive reconstruction is \( \tilde{q}_L \tilde{q}_R \) production, followed by the decays \( \tilde{q}_L \rightarrow \tilde{\chi}_1^0 q \), \( \tilde{\chi}_1^0 \rightarrow l_R l^+ l^− \rightarrow \tilde{\chi}_1^0 l^+ l^- \), and \( q_R \rightarrow \tilde{\chi}_1^0 q \). This decay offers a large branching fraction, a low jet combinatorial background, and the characteristic edge in the two-lepton invariant mass from the \( \tilde{\chi}_1^0 \) decay to sleptons. In the case of the \( \tilde{\chi}_1^0 \rightarrow e u d \) decay, the edge is spoiled by the additional lepton combinatorics, as shown in Figure 20-121, where the two-lepton invariant mass is plotted for signal events. The situation can be improved by performing the \( \tilde{\chi}_1^0 \) reconstruction, and considering only the events with two \( jjl \) combinations with an invariant mass within 10 GeV of the \( \tilde{\chi}_1^0 \) mass. The invariant mass of the opposite-sign same-flavour lepton pairs, excluding the leptons used for the \( \tilde{\chi}_1^0 \) reconstruction, is shown in Figure 20-122. The edge at 100 GeV is present, albeit much less clean than in the R-parity conserving case.

The events with two reconstructed \( \tilde{\chi}_1^0 \) can be used to reconstruct explicitly the \( \tilde{l}_R \) mass by calculating the invariant mass of the \( \tilde{\chi}_1^0 \) with one of the two additional leptons. The problem is in this case the choice of the \( \tilde{\chi}_1^0 \) and of the lepton from the \( \tilde{l}_R \) decay. The softer \( \tilde{\chi}_1^0 \) was used for the reconstruction, as it can be assumed that the harder one comes from the \( \tilde{q}_R \) decay. The invariant
mass of the softer \( jjl \) combination was rescaled to the nominal \( \tilde{\chi}^0_1 \) mass, and the invariant mass with the remaining lepton was then calculated. The distribution of the lowest of the reconstructed invariant masses is shown in Figure 20-123. A peak can be seen corresponding to the slepton invariant mass of 157 GeV. By varying the slepton mass, a precision in the slepton mass measurement of \( \pm 15 \) GeV can be estimated. By further combining the reconstructed slepton with the remaining lepton, the \( \tilde{\chi}^0_1 \) can also be reconstructed. The distribution in Figure 20-124 was obtained by requiring the slepton candidate to have an invariant mass within 10 GeV of the slepton mass. The statistics, for an integrated luminosity of 10 fb\(^{-1} \) is limited, but a clear peak is observed at the nominal \( \tilde{\chi}^0_1 \) mass of 228 GeV.

The mass of the \( \tilde{q}_R \) can be measured through the decay \( \tilde{q}_R \rightarrow \tilde{\chi}^0_1 q \), by calculating the invariant mass of one of the reconstructed \( \tilde{\chi}^0_1 \) with a hard jet. Events were selected by requiring two reconstructed \( \tilde{\chi}^0_1 \) with a mass within 10 GeV of the measured \( \tilde{\chi}^0_1 \) mass, and two hard central jets, within \( |\eta| < 2 \), and with a \( p_T \) respectively in excess of 300 and 100 GeV. The requirement of two hard jets is meant to preferentially select \( \tilde{q}_L \tilde{q}_R \) production. Under the assumption that the SUSY sample is dominated by this process, the decay \( \tilde{q}_R \rightarrow \tilde{\chi}^0_1 q \) can be expected to yield the harder \( \tilde{\chi}^0_1 \) and the leading jet. The mass combination of the two is presented in Figure 20-125, which does indeed show a convincing peak corresponding to the position of the \( \tilde{q}_R \) mass. In the same plot the dotted line shows the invariant mass of the softer jet combined with the softer \( \tilde{\chi}^0_1 \) which, on the contrary, as expected does not show any clear peak structure.

As in \( R \)-parity conserving Point 5, the measurement of the lightest Higgs mass through the reconstruction of the \( h \rightarrow b\bar{b} \) mass peak is necessary in order to constrain \( \tan \beta \). The measurement is in this case more difficult due to the increased jet combinatorics from \( \tilde{\chi}^0_1 \) decay products when light jets are misidentified as \( b \)-jets. A narrow peak, albeit over a background much higher than in the \( R \)-conserving case, is obtained by selecting events with two reconstructed \( \tilde{\chi}^0_1 \), and excluding from the \( b\bar{b} \) mass reconstruction jets which were used for the \( \tilde{\chi}^0_1 \). The situation would of course be worse, if the \( \tilde{\chi}^0_1 \) decays involved \( c \) or \( b \)-quarks. Likewise, in the case of SUGRA Point 1 the much reduced statistics, together with the big efficiency loss produced by the requirement of two reconstructed \( \tilde{\chi}^0_1 \) could greatly reduce the significance of the \( h \rightarrow b\bar{b} \) peak.

### 20.4.3.3 Constraints on the SUGRA parameters

The case with \( \lambda'_{ijk} \neq 0 \) is intermediate between the two previously considered cases. If the \( \tilde{\chi}^0_1 \) decay involves a lepton from the first two generations, SUSY can be very easily discovered. The \( \tilde{\chi}^0_1 \), and hence full SUSY decay chains, can be reconstructed. This reconstruction is based on two jets, and therefore can be performed only for a sufficiently heavy \( \tilde{\chi}^0_1 \), so as to have observable jets. The precision of the mass measurement is limited. Therefore, the advantage of this scenario with respect to \( R \)-parity conservation is the possibility of performing model independent mass reconstructions, whereas little improvement is expected in constraining the SUGRA parameters. On the other hand, as it happens for the \( \lambda_{ijk} \neq 0 \) case, the precision in the measurement of the lepton-lepton edge in Point 5 is spoiled by the high lepton multiplicity in the final state.

### 20.5 Conclusion

If SUSY exists at the weak scale, then its discovery at the LHC should be straightforward. The SUSY cross section is dominated by gluinos and squarks, which are strongly produced with cross sections comparable to the Standard Model backgrounds at the same \( Q^2 \). Gluinos and squarks then decay via a series of steps into the LSP (which may itself decay if \( R \)-parity is vio-
lated). These decay chains lead to a variety of signatures involving multiple jets, leptons, photons, heavy flavours, \( \bar{t} \) and \( Z \) bosons, and missing energy. The combination of a large production cross section and distinctive signatures makes it easy to separate SUSY from the Standard Model background. Therefore, the main challenge is not to discover SUSY but to separate the many SUSY processes that occur and to measure the masses and other properties of the SUSY particles. In most cases, the backgrounds from other SUSY events dominates the reducible Standard Model backgrounds due to the tails of the detector response. This fact justifies the use of particle level simulations for precision SUSY studies.

The number of free parameters for even the Minimal Supersymmetric Standard Model is very large, so it is impossible to investigate all cases. Since the background for SUSY is SUSY itself, one cannot just generate particular signals and compare them with known backgrounds. The approach followed here has been to investigate in detail the signatures for particular points in the parameter spaces of the minimal SUGRA, GMSB, and \( R \)-parity violating models. Methods such as looking for kinematic endpoints for mass distributions and using these to determine combinations of methods have proven generally useful. But each point has to some extent required inventing new analysis methods.

It seems clear that the points investigated here do not exhaust all possibilities even of the minimal SUSY models considered. Given the success in extracting precise measurements for these few points and the large number of SUSY events expected at the LHC, ATLAS is likely not just to discover SUSY if it exists but to make many precise measurements. The starting point in this study will be to look for characteristic deviations from the Standard Model. In SUGRA and some other models, there would be events with multiple jets and leptons plus large \( E_T^{\text{miss}} \). In GMSB models, there would be events with prompt photons or quasi-stable sleptons. In \( R \)-parity violating models, there would be events with very high jet multiplicity and/or leptons. Any such signal would point to possible classes of models and would indicate the rough mass scale. The next step would be to use partial reconstruction methods like those described in this chapter to try to constrain as many combinations of masses as possible. A sharp dilepton edge like that in Figure 20-11 or a \( h \rightarrow b \bar{b} \) peak is fairly unambiguous; so are some of the GMSB signatures. More complicated signatures, especially those involving complicated combinations of jets, would require much more work. These sorts of kinematical features represent only a small part of the total data. Given a SUSY signal, one would certainly generate large samples of events for many different models and compare many different distributions. This involves a huge effort, but one that would certainly be made given signals for new physics.

The ultimate goal is to use all the measured quantities to determine the underlying SUSY model and to measure its parameters, just as the precision electroweak data has been fit in the Standard Model. The fits performed here have used minimal models with a small number of parameters. The fitting would clearly be more difficult for more complicated models. Even for simple models, it is not trivial to determine the masses and other parameters at a level of precision that matches many of the potential experimental measurements. Many corrections have to be included, and some can be quite important [20-47]. Fortunately – or rather unfortunately – we have many years to improve both the analysis techniques described here and the theoretical tools to interpret them.
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21 Other physics beyond the Standard Model

21.1 Introduction

This chapter discusses signals for a variety of possible physics in extensions of the Standard Model. Technicolor models replace the elementary Higgs bosons of the Standard Model or SUSY with dynamical condensates. The simplest such models predict flavour changing neutral currents and other violations of precision electroweak data. Nevertheless, the basic idea of technicolor remains viable, although there is no ‘standard’ technicolor model. Technicolor solves the hierarchy problem if the mass scale is less than about 1 TeV, so it should be observable at the LHC. Excited quarks, leptoquarks, and contact interactions are not predictions of any specific model but are examples of possible new physics. New gauge bosons are typically predicted by any extension of the electroweak gauge group. Finally, monopoles might explain the quantisation of charge. The new energy regime opened up at the LHC makes it interesting to search for these and other types of new physics.

21.2 Search for technicolor signals

Technicolor theory (TC) provides a dynamical means of breaking electroweak symmetry [21-1]. It assumes the existence of technifermions possessing a technicolor charge and interacting strongly at a high scale. Chiral symmetry is broken by techniquark condensates giving rise to Goldstone bosons, the technipions, which are the longitudinal degrees of freedom of the $W$ and $Z$ gauge bosons. The theory has been extended (extended technicolor, or ETC) to allow the generation of mass for the known fermions [21-2]. In order to account for the absence of FCNC’s, the coupling constant is required to ‘walk’, rather than ‘run’. To achieve a walking $\alpha_{TC}$, multi-scale technicolor models contain several representations of the fundamental family, and lead to the existence of technihadron resonances accessible at LHC energies. Such models [21-3], and others [21-4] are constrained by precision electroweak data[21-5], but are not necessarily excluded [21-6][21-7]. However, the constraints from these measurements make it unnatural to have a large top quark mass. In top-colour-assisted technicolor (TC2) models [21-8][21-9], the top quark mass arises in large part from a new strong top-colour interaction, which is a separate broken gauge sector.

The search for technipions and associated ETC gauge bosons is discussed in recent references [21-3][21-10]. In this section, the possible observation of these resonances by using the ATLAS detector is investigated. In particular, the search for a ($I=1, J=1$) techni-rho resonance decaying to a pair of gauge bosons, or to a techni-pion and a gauge boson is presented. Single production of a technipion may be detected under particular conditions, if it decays to heavy quarks. A clean signal of another vector resonance can also be obtained from the process $pp \rightarrow \omega_{T} \rightarrow \pi_{T}^{0} \gamma$. Finally, the usefulness of forward jet tagging is discussed for studies of such resonances, when produced by gauge boson pair fusion. Although certain models, with a given set of parameters, contain as reference, the signals studied here can be considered generic in any model which predicts resonances. Therefore, results are presented in each case not only relative to the reference model, but also as lower limits on the $\sigma \times \mathrm{BR}$ required for observation of the resonance at the five standard deviation level.
The signals and backgrounds discussed in this note have been generated with PYTHIA 6.1 [21-11]. The trigger acceptance as well as the detector acceptance and resolution effects were simulated with the parametrised Monte Carlo program ATLFAST 1.53 [21-12], with default values of the parameters. In particular, jets were reconstructed with the cone algorithm, requiring a cone radius of 0.4 and a minimum $E_T$ of 15 GeV. Low luminosity conditions ($L = 10^{33} \text{ cm}^{-2} \text{ s}^{-1}$) were assumed for the energy resolution of jets. Leptons were required to be isolated, meaning that their electromagnetic clusters in the calorimeter were separated from other clusters by $\Delta R > 0.4$ and $E_T < 10$ GeV in a cone $\Delta R = 0.2$ around the lepton. Jets were identified as $b$-jets if a $b$-quark of $p_T > 5$ GeV was within a cone radius of 0.2 of the direction of the jet. For $b$-tagging efficiencies and rejection factors, 53% global efficiency and 91% global rejection of non-$b$-jets are assumed.

21.2.1 Technicolor signals from $q\bar{q}$ fusion

The model adopted here is that of multiscale technicolor [21-13][21-14], with the technicolor group $SU(N_{TC})$, $N_{TC} = 4$ and two isotriplets of technipions. The mixing angle between the longitudinal gauge bosons and the technipions, $|\Pi_T> = \sin \chi |W_L> + \cos \chi |\Pi_T>$, has the value $\sin(\chi) = 1/3$, the decay constant of the mixed state $F_T = F_\pi \sin(\chi) = 82$ GeV, and the charge of the up-type (down-type) technifermion $QU = 1, (QD = 0)$. This model is incorporated in PYTHIA6.1 [21-11]. It should be noted that the decay widths of the $\rho_T$ and the $\omega_T$ depend upon $Q_U$ and $Q_D$ and upon the masses assumed. The branching ratios assumed in the present analysis do not account for possible decays to transversely polarised gauge bosons, recently calculated in [21-15].

The decay channels of a techni-rho ($\rho_T$) depend on the assumed masses of the techniparticles. Different 'typical' mass scenarios have been considered here. One case, $m_{\rho} = 220$ GeV and $m_{\pi} = 110$ GeV was chosen because it has been studied for the Tevatron [21-3][21-13]. Other cases are representative of what one may expect to probe at the LHC. It is also assumed in the present analysis that the $\pi_T$ coupling (and therefore its decay) to the top quark is very small, as may be expected in TC2 theories. This is only an approximation. A more general case will be considered in the analysis of a $t\bar{t}$ resonance.

21.2.1.1 $\rho_T^\pm \rightarrow W^\pm Z \rightarrow l^\pm \nu + l^- l^+$

This decay could be the cleanest channel for detection of a techni-rho. The resonant production of $WZ$ decaying to two leptons and two jets has been considered in the framework of the chiral Lagrangian model in Chapter 19.4.2. Table 21-1 shows the parameters assumed here for the techniparticles and the $\sigma \times BR$ in the multiscale model. The cross sections account for a preselection on the mass of the hard scattering subsystem ($m > 150, 300, 600$ GeV for $m_{\rho_T} = 220, 500$ and 800 GeV respectively.)

The only background which needs to be considered is the continuum production of $WZ$ gauge bosons, with a cross section of 21 pb. The following cuts are applied:

- The lepton trigger serves as a preselection. At least three charged leptons are required here, ($E_T > 20$ GeV for electrons and $p_T > 6$ GeV for muons), two of which must have the same flavour and opposite charge.

---

1. The lepton detection efficiency was assumed to be 100%, the results in this section are slightly optimistic as an efficiency of 90% is expected.
• The invariant mass of the lepton pair with the same flavour and opposite sign should be close to that of the $Z$: $m_{l^+l^-} = m_Z \pm 5$ GeV.

• The longitudinal momentum of the neutrino is calculated, within a two-fold ambiguity, from the missing transverse energy and the momentum of the unpaired lepton assuming an invariant mass $m_{l^n} = m_W$. Both solutions are given a weight of 0.5. Once the $W$ and $Z$ are reconstructed, their transverse momentum is required to be larger than 40 GeV.

• Only events for which the decay angle with respect to the direction of the $WZ$ system ($\rho_T$) in its rest frame is $|\cos \theta| < 0.8$ are accepted. This variable is sensitive to the polarisation of the $\rho_T$ (see Figure 21-1).

Table 21-2 shows the significance for all the cases considered. The number of signal and background events is counted in mass regions around the $\rho_T$ peak. The selected regions were [210-240], [460-560] and [740-870] GeV for $m_{\rho_T} = 220, 500$ and 800 GeV respectively. No evident signal is observed for cases (e), (g) and (h) (see Figure 21-2), principally because the $\rho_T$ resonance is wide. Table 21-2 shows also the lower limit on $(\sigma \times BR)$ required for a $5\sigma$ significance, from which one could infer the potential of observability for a different assumed branching ratio. Since this signal is based only on lepton reconstruction, the significance can be expected to scale approximately as the square root of the integrated luminosity, even in the presence of pile-up.

Table 21-2 Expected significance for the signal $\rho_T^\pm \to W^\pm Z \to l^\pm l^0 + t \bar{t}$, with 30 fb$^{-1}$. The mass bins used are given in the text.
21.2.1.2 $\rho_T^\pm \rightarrow \pi_T^\pm Z \rightarrow b q l^+ l^-$

Here, the technipion decays to $b$ and $c$ quarks (a $c$-quark jet will not be distinguished from a light quark jet in this analysis). Only cases (b), (c) and (d), defined in Table 21-1 are considered here. Given the parameters chosen for the model, the branching ratios $BR(\rho_T^\pm \rightarrow \pi_T^\pm Z^0)$ are 39.8%, 38.2% and 13.0% respectively. In all cases, $\pi_T^\pm$ decays to $c\bar{b}$ (or $b\bar{c}$) 92% of the time (assuming that the coupling to the top quark is negligible).

The principal backgrounds are: $Z +$ jets (with $p_T > 100$ GeV, consisting of $qq \rightarrow gZ, qg \rightarrow qZ$ and $qq \rightarrow ZZ$), $t\bar{t}$ (with $p_T > 80$ GeV), and continuum $WZ$ production (with $p_T > 30$ GeV). The cuts used in this analysis are the following:

- Two same flavour, opposite charge leptons required, with $p_T(l_1) > 60$ GeV and $p_T(l_2), 20$ GeV. The invariant mass of the lepton pair should be close to the mass of the $Z$; i.e. $|m_{ll} - m_Z| < 5$ GeV.
- One identified $b$-jet is required. The highest $p_T$ $b$-jet is assumed to come from the technipion decay. It must satisfy the conditions: $|\eta_b| < 2$ and $p_T^b > 100$ GeV.
- At least one jet, not identified as a $b$-jet, is required. The highest energy jet is the candidate. It must satisfy $|\eta_j| < 2$ and $p_T^j > 100$ GeV.
- The low mass regions are excluded: $m_{b\bar{b}} > 150$ GeV and $m_{llb\bar{b}} > 300$ GeV. In the rest frame of the $llb\bar{b}$ system (the $p_T$), only events for which the angle of decay with respect to the direction of the $p_T$ is $|\cos \theta_{b\bar{b}}| < 0.6$ are accepted. This angle is sensitive to the polarisation of the $p_T$. 

Figure 21-1 $\rho_T^\pm \rightarrow W^\pm Z \rightarrow l^\pm l^0$, Distribution of decay angles of the $\rho_T$ candidates for three cases of $p_T$ production and for $WZ$ background.

Figure 21-2 $\rho_T^\pm \rightarrow W^\pm Z \rightarrow l^\pm l^0$, Reconstructed $W^\pm Z^0$ invariant mass. The solid line is for the $\rho_T$ signal and the filled area for the $WZ$ background. The three diagrams show the different $p_T$ for the cases (a) (e) (g), (b) (h), and (f) (c).
Figure 21-3 shows the signals and backgrounds expected with the above selection after three years of low luminosity running (integrated luminosity of 30 fb$^{-1}$). Because of the large weight of the backgrounds, statistical fluctuations are exaggerated in the figure. Cases (b) and (c) give clear signals above background, but case (d) is not resolved from background not only because of its small number of events, but also because of the larger width, 77 GeV, of the resonance.

A better mass resolution of the two jet system would considerably improve the signal to background ratio. The difference in the reconstructed masses $m_{\rho_T}$ and $m_{\pi_T}$ is better resolved than the individual masses separately, since uncertainties in jet pair mass measurement largely cancel. An improved jet pair resolution can be achieved by choosing a larger cone for jet reconstruction.

Figure 21-4 shows the effect of selecting a value of $\Delta R = 0.7$ instead of $\Delta R = 0.4$. However, by doing so, one would become more susceptible to pile-up from minimum bias events, and other detector effects. In order to extract the significance of the signals (Table 21-3), the number of signal and background events are counted in mass regions around the signal peak in the following way: for cases (b), (c) and (d), the selected regions were $[m_{\rho_T} - m_{\pi_T}m_{\pi_T}] = [175-230,200-350]$, $[250-350,350-600]$ and $[420-620,190-280]$ respectively (in GeV). It was verified that the results do not change significantly if a cone of size $\Delta R = 0.7$ is used. The systematic error due to the uncertainty in the shape of the background is not included.
21.2.1.3 $\rho_T^+ \rightarrow W^\pm \pi_T^0 \rightarrow l^\nu b \bar{b}$

With the multiscale technicolor model parameters used, the branching ratio
$BR(\rho_T^+ \rightarrow W^\pm \pi_T^0) = 36.3\%, 38.2\% \text{ and } 13.2\%$ for cases (b), (c) and (d) respectively. The $\pi_T^0$ decays 90% of the time to $b \bar{b}$ (assuming that the $t \bar{t}$ channel is closed, as in the TC2 model.). It is to be noted, however, that decay of a coloured neutral technipion to a pair of gluons may have a dominant branching ratio. This case has been analysed for Tevatron energy [21-16]. The backgrounds considered here are: $t \bar{t}$, $W + jets$ (consisting of: $qq \rightarrow W, qq \rightarrow gW, qq \rightarrow WW$ and $qg \rightarrow qW$), $Z+jets$ and $WZ$.

In the present analysis events are selected according to the following criteria:

- A preselection: one lepton having $p_T > 30$ GeV and two reconstructed $b$ jets are required in the central region, $|\eta| < 2$. The most energetic $b$-jet must have $p_T > 100$ GeV and the other $p_T > 50$ GeV. The missing transverse energy should be $E_T^{miss} > 50$ GeV.
- Efficient reduction of the dominant $t \bar{t}$ background can be achieved by applying a jet veto. No extra jet, with $p_T > 40$ GeV, besides the two $b$-jets is allowed.
- The $W$ is reconstructed from the lepton and $E_T^{miss}$ four-momenta (the longitudinal momentum of the neutrino is calculated to give the correct $W$ mass, up to a two-fold ambiguity). The two corresponding solutions for the reconstructed mass of the $\rho_T$ must not differ significantly: $|m_{lb\bar{b}}(1) - m_{lb\bar{b}}(2)| < 80$ GeV This cut is found to be efficient at rejecting events which do not contain a $W$ and for which the two solutions are very different. Only events having $m_{bb} > 150$ GeV and $m_{lb\bar{b}} > 300$ GeV are kept.
- For each of these solutions, the following cut is applied: in the rest frame of the $l^\nu b \bar{b}$ system, the decay angle with respect to the direction of the $\rho_T$ must be $|\cos \hat{\theta}_{lb\bar{b}}| < 0.6$. The importance of this cut is seen in Figure 21-5.

Figure 21-6 shows the signals and backgrounds expected with the above selection after 30 $fb^{-1}$ of integrated luminosity. Both solutions are included in the histogram, with weight 0.5 each. Clear signals can be seen above background for some of the above cases, although poor $m_{bb}$ resolution is obtained. These could be used to confirm discovery in the channel discussed above. The significance obtained for the signals is given in Table 21-4. Also shown in the table are the $\sigma \times BR$ required for a $5\sigma$ significance. The uncertainty in the shape of the background can be an important systematic error.
Other physics beyond the Standard Model

21.2.1.4 \(b\bar{b}\) resonance

Single production of pseudo-Goldstone bosons such at \(\eta_8\) is observable, given a large enough cross section. Coloured technipions are, in particular, more likely to be detected since colour counting factors make their production cross section through \(gg\) fusion larger than for colour singlet ones. The decay to \(gg\) pairs compete, however, with the \(b\bar{b}\) channel and may actually
dominate. Other $b\bar{b}$ resonances are predicted by topcolor models, where the topgluon splits into heavy quarks. The mass reach of such topgluons at the Tevatron (2 fb$^{-1}$) has been estimated at close to 1 TeV, depending on the width [21-17].

$\eta_8$ production is implemented in PYTHIA according to the one-family model [21-18][21-19]. The production mechanism is similar to a Standard Model Higgs boson via $gg$ fusion, but is enhanced by the large number of techniquarks that can appear in the loop. This process is used here to estimate the observability of a generic $b\bar{b}$ resonance. The mass has been chosen to be 300 GeV, i.e. below the $t\bar{t}$ threshold. Generic vector resonances, such as a topgluon, of masses 500, 1000 and 2000 TeV are also studied. The backgrounds considered for this process are: hard QCD and $t\bar{t}$.

To extract the signal, the only selection was to require at least two identified $b$-jets with a minimum value of $p_T$ in the region $|\eta| < 2$. For a 300 GeV resonance, LVL1 trigger J75 x 3 will be required (see Chapter 11.3.2), whereas for a 500 GeV resonance or above, single jet trigger J180 will suffice. (A prescaled single jet trigger could also be used.) Events having a third high $p_T$ jet are rejected; the threshold is shown in Table 21-5 which also shows the required $\sigma x BR$ for a 5 $\sigma$ discovery limit. In this study, the assumed intrinsic widths of the resonances were very narrow. For a wider resonance, the intrinsic width must be added in quadrature with $\sigma_m$, shown in Table 21-5 and a new estimate of $\sigma x BR$ can be obtained. In each case, the resonance would be seen as a small, but statistically significant peak, on top of a large, steeply falling, background.

<table>
<thead>
<tr>
<th>$m_{b\bar{b}}$</th>
<th>$p_{T_{\min}}$ ($b_1/b_2$)</th>
<th>$p_{T_3}$ (max)</th>
<th>$\sigma_m$ (GeV)</th>
<th>$\sigma x BR$ (5$\sigma$) (pb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>75/75</td>
<td>100</td>
<td>37</td>
<td>13</td>
</tr>
<tr>
<td>500</td>
<td>180/50</td>
<td>50</td>
<td>60</td>
<td>7.0</td>
</tr>
<tr>
<td>1000</td>
<td>200/100</td>
<td>100</td>
<td>70</td>
<td>0.57</td>
</tr>
<tr>
<td>2000</td>
<td>300/200</td>
<td>160</td>
<td>0.11</td>
<td></td>
</tr>
</tbody>
</table>

21.2.1.5 $t\bar{t}$ resonances

The general case of $t\bar{t}$ resonances is discussed in Section 18.1.4.2. Here, the case of single production of a technipion, sufficiently massive to decay to $t\bar{t}$ pairs, $m_{t\bar{t}} = 500$ GeV, is studied. Although the decay of a technipion to $t\bar{t}$ is highly suppressed in topcolor assisted technicolor models, other resonances, such as a topgluon are predicted in this model. As in Section 21.2.1.4 above, the process of $\eta_8$ production as implemented in PYTHIA is used here. An intrinsic width $\Gamma = (2.35 \sigma_m)$ of 57 GeV is assumed for this generic resonance.

The backgrounds considered are (i) $W$+jets (generated with $p_T > 80$ GeV) – Only events having at least one lepton and one $b$-jet (before $b$-tagging) have been generated for this analysis (ii) $t\bar{t}$, with a requirement of $p_T > 80$ GeV – Only events with one lepton have been generated; and (iii) hard QCD (with $p_T > 80$ GeV and $s > (200 \text{ GeV})^2$). The cuts applied at generator level do not affect significantly the results below.

The mass of the resonance is reconstructed by looking for the channel $t\bar{t} \rightarrow l\nu b\bar{b}jj$. The following selection criteria are applied:
• One lepton is required for the trigger, with \( p_T > 20 \text{ GeV} \), within \( |\eta| < 2 \).

• Two \( b \) jets are required, with \( p_T > 60 \text{ GeV} \) and \( 40 \text{ GeV} \) respectively, and within \( |\eta| < 2 \). Two additional jets, not identified as \( b \)-jets are required, with \( p_T > 50 \) and \( 40 \text{ GeV} \), also within \( |\eta| < 2 \).

• \( E_{\text{miss}}^{\gamma} \) must be greater than \( 20 \text{ GeV} \).

At that point, the \( W \) from the \( t \to Wb \to l\nu b \) decay is reconstructed, using \( E_{\text{miss}}^{\gamma} \) and the lepton momentum. There is a two-fold ambiguity in the solution. There is also a two-fold ambiguity in assigning the two highest \( p_T \) \( b \)-jets to the two highest energy light-quark jets. These ambiguities are resolved by choosing the solution that gives top masses closest to the true mass of the top (175 GeV). The cut is then \( 160 < m_l^1 < 195 \text{ GeV} \) and \( 160 < m_h^1 < 220 \text{ GeV} \), where \( m_l^1 \) and \( m_h^1 \) are the reconstructed masses of the top quarks for which the \( W \) decays leptonically and hadronically, respectively.

This simple procedure gives top-mass resolution as shown in Figure 21-7. The \( tt \) resonance mass is then reconstructed \( \tilde{t} \tilde{t} \) with a resolution of about 57 GeV. The required \( \sigma \times \text{BR} \) for a 5\( \sigma \) discovery limit is then 9.9 \( \text{pb} \), for an integrated luminosity of 30 \( \text{fb}^{-1} \).

Table 21-6 shows the result of extending this study to larger masses. It shows the rates needed for these heavier cases to be found by ATLAS.

<table>
<thead>
<tr>
<th>( m(t\bar{t}) ) [GeV]</th>
<th>( \Gamma(t\bar{t}) ) [GeV]</th>
<th>( \sigma \times \text{BR} ) [pb]</th>
<th>( 10 \text{ fb}^{-1} )</th>
<th>( 100 \text{ fb}^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>57</td>
<td>17.0</td>
<td>5.5</td>
<td></td>
</tr>
<tr>
<td>750</td>
<td>107</td>
<td>12.0</td>
<td>3.8</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>152</td>
<td>5.0</td>
<td>1.6</td>
<td></td>
</tr>
</tbody>
</table>
21.2.1.6 $\omega_T \rightarrow \gamma \pi_T^0 \rightarrow \gamma b \bar{b}$

The $\omega_T^0$ particle is a vector particle of isospin 0. One of its clean decay modes is $\omega_T \rightarrow \gamma \pi_T^0$. A search for this particle has been performed by CDF [21-20]. Here, two cases have been investigated: (i) $m_{\omega T} = 500$ GeV, with width $0.32$ GeV and $m_{\pi} = 300$ GeV. The cross section for production is $0.51$ pb, according to the model used here [21-13][21-14], as implemented in PYTHIA, and the branching ratio to $\gamma \pi_T^0$ is $87\%$; (ii) $m_{\omega T} = 800$ GeV, with width $1.0$ GeV and $m_{\pi} = 500$ GeV. The cross section for production is $0.093$ pb, and the branching ratio to $\gamma \pi_T^0$ is $94\%$. This assumed branching ratio does not account for decays to transversely polarised gauge bosons [21-15].

For the simulation of the background, a Monte Carlo program for $\gamma b \bar{b}$, provided by [21-21] was used. Also included are backgrounds from $qq \rightarrow \gamma g$, $qq \rightarrow \gamma q$ and $gg \rightarrow \gamma q$. Backgrounds from misidentified photon jets are not taken into account. The rejection that ATLAS obtains is large enough so that these backgrounds due to misidentification are small. (See the discussion of $h \rightarrow \gamma \gamma$ in Chapter 19.2.2)

To extract the signal, the selection criteria are:

- the presence of one photon with $p_T > 50$ GeV within $|\eta| < 2$;
- the presence of two identified $b$-jets, each having $p_T > 40$ GeV and falling within $|\eta| < 2$;
- the difference in azimuthal angles between the two $b$-jets must be $>2$ radians, as they are expected to be mostly back to back for a heavy decaying system.

With these selection criteria, the signals that remain are shown in Figure 21-8. There is a significant signal for both masses of $\omega_T$. Table 21-7 gives the observed significances and $\sigma \times BR$ required for a 5 $\sigma$ significance after 30 $fb^{-1}$ for both the lower and higher mass $\omega_T$ in the mass windows $[250 < m_{bb} < 350; 180 < m_{\gamma b} < 220]$ and $[400 < m_{bb} < 600; 280 < m_{\gamma b} < 230]$ respectively.

21.2.2 Signals from vector boson fusion

Production of the $\rho_T$ by vector boson fusion is potentially very interesting since it probes the coupling to gauge bosons and since the requirement of forward jets resulting from the scattered primary quarks provides a powerful method of background rejection.
As an example of this calculation, the same case as Section 21.2.1.3: $\rho_T^\pm \rightarrow W^\pm \pi^T_0 \rightarrow l \nu b \bar{b}$, (l = $\mu$, e) with $m_{\rho_T} = 800$ GeV and $m_{\pi^T_0} = 500$ GeV (case (c)) is considered here. For this process, $\sigma \times BR$ is about 2.5 fb [21-22]. Because it involves the $WZ\rho_T$ vertex, as well as the $\rho_T W \pi^T_0$ vertex, the cross section depends sensitively on the assumed value of the mixing angle $\sin \chi$ between the longitudinal gauge boson and the technipion. The same background Monte Carlo samples as in Section 21.2.1.3 are used. The following cuts are applied on both the signal and background.

- The presence of at least one lepton ($p_T > 20$ GeV) and two reconstructed $b$-jets ($p_T > 50$ GeV) is required in the central region $|\eta| < 2$. The missing transverse energy must be greater than 20 GeV.
- Since the $\rho_T$ is colour neutral, a central jet-veto ($|\eta| < 2$) helps reject the $t\bar{t}$ background.
- A forward and a backward jet are required, with $p_T > 80$ GeV and 1.5 < $|\eta|$ < 3.5 for the first jet and $p_T > 50$ GeV and 1 < $|\eta|$ < 4 for the second jet.

Given a $\sigma \times BR$ of only 2.5 fb, the resulting signal would be 2.6 events on a background of about 5.6, for an integrated luminosity of 30 fb$^{-1}$. This process of vector boson fusion with forward tagging of jets could complement the $q\bar{q}$ fusion process, but would not be a discovery channel unless the $\sigma \times BR$ is at least 10 fb.

### Table 21-7

<table>
<thead>
<tr>
<th>$m(\omega_T)$</th>
<th>Number of events</th>
<th>$S/B$</th>
<th>$\sigma \times BR$ (pb), model</th>
<th>$\sigma \times BR$ (pb) 5$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>500 GeV</td>
<td>612/105</td>
<td>60</td>
<td>0.161</td>
<td>0.013</td>
</tr>
<tr>
<td>800 GeV</td>
<td>174/24</td>
<td>35</td>
<td>0.033</td>
<td>0.0046</td>
</tr>
</tbody>
</table>

As an example of this calculation, the same case as Section 21.2.1.3: $\rho_T^\pm \rightarrow W^\pm \pi^T_0 \rightarrow l \nu b \bar{b}$, (l = $\mu$, e) with $m_{\rho_T} = 800$ GeV and $m_{\pi^T_0} = 500$ GeV (case (c)) is considered here. For this process, $\sigma \times BR$ is about 2.5 fb [21-22]. Because it involves the $WZ\rho_T$ vertex, as well as the $\rho_T W \pi^T_0$ vertex, the cross section depends sensitively on the assumed value of the mixing angle $\sin \chi$ between the longitudinal gauge boson and the technipion. The same background Monte Carlo samples as in Section 21.2.1.3 are used. The following cuts are applied on both the signal and background.

- The presence of at least one lepton ($p_T > 20$ GeV) and two reconstructed $b$-jets ($p_T > 50$ GeV) is required in the central region $|\eta| < 2$. The missing transverse energy must be greater than 20 GeV.
- Since the $\rho_T$ is colour neutral, a central jet-veto ($|\eta| < 2$) helps reject the $t\bar{t}$ background.
- A forward and a backward jet are required, with $p_T > 80$ GeV and 1.5 < $|\eta|$ < 3.5 for the first jet and $p_T > 50$ GeV and 1 < $|\eta|$ < 4 for the second jet.

Given a $\sigma \times BR$ of only 2.5 fb, the resulting signal would be 2.6 events on a background of about 5.6, for an integrated luminosity of 30 fb$^{-1}$. This process of vector boson fusion with forward tagging of jets could complement the $q\bar{q}$ fusion process, but would not be a discovery channel unless the $\sigma \times BR$ is at least 10 fb.

### 21.2.3 Conclusion

The ATLAS detector will be sensitive to the new resonances predicted in technicolor theory, up to the TeV range. Although the parameter space is very large, the number of potential channels allows for combinations of signatures to help in understanding the nature of the resonances, and determine the possible existence of techniparticles.

### 21.3 Search for excited quarks

The replication of three generations of quarks and leptons suggests the possibility that they are composite structures made up of more fundamental constituents. The existence of such quark and lepton substructure leads one to expect a rich spectrum of new particles with unusual quantum numbers such as excited quarks and leptons, leptoquarks, diquarks, dileptons, etc. Since no satisfactory, theoretically consistent composite model yet exists, here the excited quarks are taken into account as composite particles. The regions of compositeness scale $\Lambda$ are given as
• $\Lambda = \sqrt{s}$, contact and anomalous interactions;
• $\Lambda = \sqrt{s}$, resonance productions, excited quarks or di-quarks, pair or single production of new particles;
• $\Lambda = \sqrt{s}$, model dependent interactions.

In this study, it is assumed that the compositeness scale $\Lambda$ is less than the LHC energy. Gauge interactions are assumed to dominate over contact interactions when the masses of excited quarks are equal to the compositeness scale. Only, spin-1/2 excited states of the first generation, $q^* = u^*, d^*$ are considered. The coupling between excited (right-handed) quarks, ordinary (left-handed) quarks and gauge bosons is given by the effective Lagrangian of the magnetic moment type [21-23]:

$$L = \frac{1}{2\Lambda^2} \tilde{q}^*R G_{\mu
u} \bar{q}'u^*L \left( g_s f_\sigma \frac{2}{\Lambda^2} \sigma_{\mu\nu} + g \frac{2}{\Lambda^2} W_{\mu\nu} + g' \frac{2}{\Lambda^2} Y_{\mu\nu} \right) q_L,$$

where $G_{\mu\nu}^u$, $W_{\mu\nu}$ and $B_{\mu\nu}$ are the field-strength tensors of the SU(3), SU(2) and U(1) gauge fields; $\lambda_u$, $\tau$ and $Y$ are the corresponding gauge structure constants; and $g_s$, $g$ and $g'$ are the gauge coupling constants. Finally, $f_\sigma$, $f$ and $f'$ are parameters determined by the composite dynamics.

The production of the first generation excited quarks $u^*, d^*$ by quark-gluon fusion process $qg \to q^*$ is studied at the LHC [21-24]. Here, the quark from $q^*$ decay was assumed to correspond to the leading jet with the highest transverse momenta in the event. The signal consists of a high energy jet resulting from the hadronisation of the final state quark and a photon which form a peak in photon+jet invariant mass distribution $m_{q\gamma}$.

CDF excludes the following mass ranges for the excited quarks: $80$ GeV < $m^* < 460$ GeV from $q^* \to q\gamma$, 150 GeV < $m^* < 530$ GeV from $q^* \to qW$ [21-25]. The D0 Collaboration has performed a search for excited quarks and excludes the mass range 200 GeV < $m^* < 720$ GeV [21-26]. Combining the all channels, CDF excludes the range 200 GeV < $m^* < 760$ GeV [21-27]. These exclusions are for the couplings $f = f' = f_\sigma = 1$. Since the mass limit is sensitive to the choice of couplings, the excluded regions decrease slightly for smaller couplings.

### 21.3.1 The widths of excited quarks

An excited quark decays to a light quark and a gauge boson through the effective lagrangian above. Assuming $m^* > m_{W,Z}$ and neglecting ordinary quark masses, the partial decay widths for the various electroweak and QCD channels are ($V = W, Z$):

$$\Gamma(q^* \to qV) = \frac{1}{32\pi} g_V f \frac{m^*}{\Lambda^2} \left( 1 - \frac{m_V^2}{m^*} \right) \left( 2 + \frac{m_V^2}{m^*} \right),$$

$$\Gamma(q^* \to q\gamma) = \frac{1}{4} \alpha f_\gamma \frac{m^*}{\Lambda^2},$$

and $\Gamma(q^* \to qg) = 0$, with $f_W = fT_3 \cos^2 \theta_W + f' \frac{1}{2} \sin^2 \theta_W$, $f_W = f/\sqrt{2}$ and $f_Y = fT_3 + f' Y/2$, where $T_3$ being the third component of the weak isospin, and $Y$ being the hypercharge of $q^*$. Here, $g_W = e/\sin\theta_W$ and $g_Z = g_W/\cos\theta_W$ are the Standard Model $W$ and $Z$ coupling constants.
The widths of an excited quark decaying into a jet and a photon are small compared to the total widths as shown in Table 21-8. The total decay widths for the excited quarks ($u^*$, $d^*$) approximately 37 GeV and 102 GeV if the masses are set to $m^* = \Lambda = 1$ TeV and $m^* = \Lambda = 3$ TeV, respectively. Here, it is assumed that excited quarks ($u^*$, $d^*$) are degenerate in mass and the compositeness scale is chosen to be $\Lambda = m^*$. The total width is less than the di-jet mass resolution of ATLAS (See Chapter 9.3).

### 21.3.2 Simulation of the signal and backgrounds

The simulation of the excited quark signal (photon-jet) and relevant backgrounds was performed with ATLFAST [21-12]. Jets are formed within a cone of radius $\Delta R = 0.7$ and required to have transverse energy $E_T > 15$ GeV. Photons are considered isolated if they are separated from other jets by $\Delta R > 0.4$ and have maximum transverse energy $E_T < 10$ GeV deposition in cells in a cone $\Delta R = 0.2$ around the photon in $\eta - \phi$ space.

The processes $ug \rightarrow u^* \rightarrow u\gamma$, and $dg \rightarrow d^* \rightarrow d\gamma$ are considered. The main backgrounds from prompt photon production are given by the processes $q_i g \rightarrow q_i \gamma$, $q_i \bar{q}_i \rightarrow g\gamma$, $gg \rightarrow g\gamma$ which are referred to as background I. Backgrounds from single production of $W/Z$ are given by $q_i \bar{q}_i \rightarrow Z\gamma$, $q_i \bar{q}_j \rightarrow W\gamma$ are referred to as background II.

The signal appears as a peak in the photon-jet invariant mass $m_{\gamma j}$. The partonic level information from PYTHIA-5.7 [21-11] for the decay products of excited quarks are shown in Figure 21-9 and Figure 21-10. The production cross sections times branching ratios for different coupling and mass of excited quarks are given in the Table 21-9. Hereafter, the cross section times branching ratio of the process is defined by $\sigma$. Photons and jets have sufficiently high transverse momenta and they are emitted predominantly in the barrel region, see Figure 21-10. The jet and photon are required to have $p_T^{\gamma,j}/ > 100$ GeV in the pseudorapidity range $|\eta^{\gamma,j}| < 2.5$. These cuts have approximately 30% acceptance.

### Table 21-8

The total decay width, $\Gamma$, of excited quarks into ordinary quarks and gauge bosons $V = g, W, Z, \gamma$ and relative branching ratios $BR = \Gamma(q^* \rightarrow qV)/\Sigma \Gamma(q^* \rightarrow qV)$ for $f = f' = f_g = 1$.

<table>
<thead>
<tr>
<th>Decay mode</th>
<th>$m^* = \Lambda = 1000$ GeV</th>
<th></th>
<th>$m^* = \Lambda = 3000$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d^* \rightarrow all$</td>
<td>$\Gamma$ (GeV)</td>
<td>$1.0$</td>
<td>$\Gamma$ (GeV)</td>
</tr>
<tr>
<td>$d^* \rightarrow dg$</td>
<td>$30.9$</td>
<td>$0.827$</td>
<td>$82.4$</td>
</tr>
<tr>
<td>$u^* \rightarrow all$</td>
<td>$37.3$</td>
<td>$1.0$</td>
<td>$102.1$</td>
</tr>
<tr>
<td>$u^* \rightarrow ug$</td>
<td>$30.9$</td>
<td>$0.8267$</td>
<td>$82.4$</td>
</tr>
<tr>
<td>$u^* \rightarrow dW$</td>
<td>$4.26$</td>
<td>$0.114$</td>
<td>$13.01$</td>
</tr>
<tr>
<td>$u^* \rightarrow dZ$</td>
<td>$1.32$</td>
<td>$0.0353$</td>
<td>$4.05$</td>
</tr>
<tr>
<td>$u^* \rightarrow d\gamma$</td>
<td>$0.87$</td>
<td>$0.0236$</td>
<td>$2.69$</td>
</tr>
</tbody>
</table>
The main background is a prompt photon production associated with an energetic jet.

Figure 21-9 Transverse momentum distributions for excited quark signal with the scale $\Lambda = m^* = 1$ TeV and coupling $f = f^* = f_s = 1$. Solid line denotes photon distributions while dotted and dashed lines are for $u$-quark and $d$-quark distributions, respectively.

The transverse momentum distributions for excited quark signal with the scale $\Lambda = m^* = 1$ TeV and coupling $f = f^* = f_s = 1$. Solid line denotes photon distributions while dotted and dashed lines are for $u$-quark and $d$-quark distributions, respectively.

The cross section times branching ratios, $\sigma(p b)$, for the signal at parton level are generated by PYTHIA-5.7. The values are given for the scale $\Lambda = m^*$ and the couplings for $f = f^* = f_s$.

<table>
<thead>
<tr>
<th>$f$</th>
<th>$m^* = 1000$ GeV</th>
<th>$m^* = 3000$ GeV</th>
<th>$m^* = 5000$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>21.34</td>
<td>7.544x10$^{-2}$</td>
<td>1.335x10$^{-3}$</td>
</tr>
<tr>
<td>0.5</td>
<td>5.373</td>
<td>1.933x10$^{-2}$</td>
<td>3.334x10$^{-4}$</td>
</tr>
<tr>
<td>0.1</td>
<td>2.143x10$^{-1}$</td>
<td>8.303x10$^{-3}$</td>
<td>1.340x10$^{-5}$</td>
</tr>
<tr>
<td>0.05</td>
<td>5.352x10$^{-2}$</td>
<td>1.936x10$^{-4}$</td>
<td>3.361x10$^{-6}$</td>
</tr>
<tr>
<td>0.01</td>
<td>2.144x10$^{-3}$</td>
<td>7.747x10$^{-6}$</td>
<td>1.338x10$^{-7}$</td>
</tr>
</tbody>
</table>

Figure 21-11 and Figure 21-12 show the photon+jet invariant mass distribution for the backgrounds as well as the signal at different mass values and couplings.

In order to evaluate the signal significance, the photon+jet invariant mass distribution is integrated around the excited quark masses. The bin width $\Delta m_{\gamma j}$ over which the integration is performed varies as the peak of the signal widens and is taken to be $\Delta m_{\gamma j} = 135$ GeV for excited quark masses 1-6 TeV. In Table 21-10, we give the partial cross sections times branching ratios $\Delta \sigma$ for both signal, with the coupling parameters $f = f^* = f_s = 1$, and the background. For smaller coupling parameters the bin width remains the same. We find an optimal cut on transverse momentum of the jets and photons, $p_T > 300$ GeV for the excited quark mass range 1-2 TeV, and $p_T > 1000$ GeV for the mass range 3-5 TeV. In
Figure 21-13, the expected signal significances are defined for each mass point as
where $S$ and $B$ being the number of accepted signal and background events in the chosen mass
bin for an integrated luminosity of 300 fb$^{-1}$ at LHC.

Achievable mass limits for different coupling values are established by requiring at least 10 sig-
nal events and at least 5 standard deviation significance. The discovery reach for the excited
quarks at LHC are presented in Figure 21-14 For a coupling $f = f' = f_s = 1$, it is possible to
reach up to $m^* = 6.5$ TeV.

Figure 21-11 Invariant mass distributions for the excited quark signal, and backgrounds with the cuts
$p_T > 300$ GeV, $|\eta| < 2.5$ for excited quark mass $m^* = 1000$ GeV. Upper figures show signal and background
separately.
In conclusion, excited quarks are produced with large cross section at LHC. The results are presented for a complete analysis of the excited quark $q^*$ production within the context of a composite model. The signal for $d^*$ production and electromagnetic deexcitation is roughly a factor 8 smaller than for $u^*$. The excited quark signal (gamma+jet) was found to be dominant over prompt photon production background for the masses greater than 500 GeV. Both signal and background in the photon+jet invariant mass distribution are less by $O(\alpha/\alpha_s)$ relative to their values in the two-jet invariant mass distribution [21-27], but the signal(S)/background(B) ratio would be better in the photon+jet channel.
Leptoquarks (LQs) are predicted in many extensions to the Standard Model, inspired by the symmetry between the quark and lepton generations [21-28]. These particles carry both lepton and baryon quantum numbers and hence couple to both leptons and quarks. Moreover, each fermion generation is associated with a different LQ. The various quantum numbers which characterise a given LQ are model-dependent, which precludes unique predictions of their properties.

This study considers only a scalar LQ of mass larger than 300 GeV and of charge $Q=\pm 2/3$ or $Q=-1/3$, which couple only to the first fermion generation. LQs of mass less than this will be observed before LHC data taking begins. The parameter $k$ which defines the coupling at the lep-
ton–quark–LQ vertex, is assumed to be unity [21-29]). Single LQ [21-30] production and LQ pair-production [21-31] have both been studied. Studies have concentrated on the search for a first-generation LQ, assumed to decay ‘democratically’ 50% of the time to electron+jet.

Single LQ production proceeds via 

\[ q + g \rightarrow LQ + l, \]  

where \( l \) is either an electron or a neutrino. In 25% of the cases, the final state will then consist of two electrons and one jet. The dominant background arises from Z+jets and top quark production. To minimise these backgrounds, the event selection required two electrons and one jet reconstructed with \( p_T > 300 \) GeV and within \( |\eta| \leq 2.5 \). An additional requirement that the dilepton invariant mass be larger than 120 GeV completely eliminates the Z+jet background.

Leptoquark pair production proceeds dominantly through gluon-gluon fusion, which does not involve any lepton–quark–LQ vertex and therefore is independent of the parameter \( k \) discussed above. In 25% of the events, the final state contains two electrons and two jets. The dominant background in this case is also from top pair production. It was reduced to a negligible level by requiring two electrons and two jets with \( p_T > 200 \) GeV and \( |\eta| \leq 2.5 \). In these events, both LQ masses were reconstructed above a small combinatorial background. After these cuts, the mass resolution is 27 GeV for \( m_{LQ} = 1 \) TeV and increases to 38 GeV for \( m_{LQ} = 1.5 \) TeV. Figure 21-15 shows the expected mass distribution for \( m_{LQ} = 1 \) TeV above the residual background which is due to top pair production. The limit of sensitivity is around 1.5 TeV.

\[ \text{Figure 21-15} \quad \text{The reconstructed electron+jet invariant mass distribution from pair production of LQ for 100 fb}^{-1}. \]

### 21.5 Compositeness

#### 21.5.1 High-\( p_T \) jets

The observation of deviations from QCD predictions of jet rates will reveal new physics such as quark compositeness, the existence of axigluons or other new particles. Measuring the inclusive jet cross section and studying the di-jet mass spectrum and angular distributions are essential tests of QCD; see Chapter 15. The existence of a quark substructure would appear as an excess of high \( p_T \) jets compared to that predicted by QCD or as di-jet angular distributions that are more isotropic than that expected in a point-like quark theory. Di-jet angular distributions have been studied by the CDF [21-32] and D0 [21-33] experiments at a centre-of-mass (CM) energy of 1.8 TeV. The highest \( E_T \) reached so far at the Tevatron, 440 GeV, corresponds to a distance scale...
of order $10^{-19}$m. No evidence of quark substructure was found. Previous studies of the di-jet invariant mass spectrum reported by UA1 [21-34], UA2 [21-35] and by CDF [21-36] have also shown that data that were consistent with QCD predictions.

The effect of quark compositeness at the LHC is investigated in this section. To simulate a scenario with quark substructure the event generator PYTHIA-5.7 [21-11] has been used. More details can be found in [21-37]. A simple phenomenological approach is used. This adds contact interactions between quark constituents with a compositeness scale $\Lambda$ [21-38], where the sign of the effective Lagrangian for a flavour diagonal definite chirality current is positive (destructive interference) or negative (constructive interference). The data simulated in the framework of the Standard Model (SM) are compared with those obtained assuming quark compositeness. The simulated event sample included the following hard-scattering final states: $q\bar{q}$, $qg$, $gg$, $g\gamma$, $q\gamma$, and $\gamma\gamma$. The $\gamma^*/Z, W, \text{and } t\bar{t}$ production subprocesses were also enabled. A cut on the transverse momentum of the hard scattering subprocess was set to 600 GeV. Under these conditions, the contributions from the $q\bar{q}$, $qg$ and $gg$ processes represent 97% of the cross-section. For the $Q^2$ scale in the hard scattering $2\rightarrow 2$ process, $Q^2 = (m_{T1}^2 + m_{T2}^2)/2$ was used. Jets were reconstructed using ATLFAST with a cone size $\Delta R = 0.7$. All calorimeter cells with $E_T > 1.5$ GeV are taken as possible initiators of clusters. The total $E_T$ summed over all cells in a cone $\Delta R$ should be larger than 15 GeV. Jets were reconstructed down to $|\eta| = 5.0$.

21.5.2 Transverse energy distributions of jets.

Figure 21-16 and Figure 21-17 show the effect of compositeness on the inclusive jet energy spectrum. The case of constructive interference is shown; the destructive case is similar. Only events with two jets of $E_T > 400$ GeV are included. Figure 21-17 shows the deviation from the Standard Model prediction and the effect of compositeness on the jet $E_T$ distribution, normalised to the Standard Model rate. The errors correspond to 30 fb$^{-1}$.
Model prediction assuming that all quarks are composite. This figure emphasises that the deviation is significant only for the largest values of $E_T$. Figure 21-18 and Figure 21-19 show the effects on the jet $E_T$ distribution for 300 fb$^{-1}$ of integrated luminosity and larger values of $\Lambda$.

![Figure 21-18](image1.png)  
**Figure 21-18** $E_T$ distribution for two leading jets showing the Standard Model prediction (open circles) and the effect of quark compositeness to the scales indicated. 300 fb$^{-1}$ of integrated luminosity assumed.

![Figure 21-19](image2.png)  
**Figure 21-19** Difference of the Standard Model prediction and the effect of compositeness on the jet $E_T$ distribution, normalised to the Standard model rate. The errors correspond to 300 fb$^{-1}$.

The effects of compositeness could be masked by uncertainties in the parton distribution functions (pdf’s). Figure 21-20 shows a band corresponding to the results obtained with all the pdf’s in PYTHIA 5.7 (except for DO1 and EHLQ1 which have large inconsistencies with present data, see also Figure 15-23). This figure should be compared to Figure 21-18. While the differences shown here are comparable to the effects of compositeness for $\Lambda > 15000$ GeV, the allowed range of pdf’s will be further constrained by the time that LHC starts running. Furthermore, as will be shown below, the angular distributions are rather insensitive to pdf’s.

The non-linear response of the hadron calorimeter can mask the true difference between the SM and a compositeness scenario, or fake a compositeness signal. To study this effect, the non-linearity of the jet $E_T$ scale was parametrised by the relation [21-39]

$$E_T^{(\text{meas})} = E_T \cdot \frac{1}{c(1 + (e/h - 1) \cdot b \cdot \ln E_T)}$$

where $e/h = 1.36$ and $c$ is adjusted such that at 500 GeV the scale is unchanged. The parameter $b$ controls the size of the non-linearity. After correction the residual uncertainty can be parametrised by this formula with $b = 0.025$ and corresponds to a 1.5% non-linearity at 3 TeV. If no correction is made then $b = 0.11$ and there is a 5% on-linearity at 3 TeV. More details can be found in Section 9.1.1.3.
The effect of non-linearity shown in Figure 21-21. The figure shows the fractional deviation of the transverse energy spectrum as measured by a non-linear calorimeter to that expected from a linear one. The rates are normalised to be equal at 1.25 TeV. Two non-linearities are shown corresponding to $b = 0.025$ and $b = 0.11$. It can be seen by comparing this plot to that of Figure 21-19 that, in the worse case, the effect of a nonlinearity is similar in magnitude to that due to a composite scale of 20 TeV, and that if the 1.5% non-linearity can be achieved then it is comparable to the 30 TeV case.

In order to assess the sensitivity of the $E_T$ spectrum to the composite scale the event excess above some value of $E_T$ is needed. If $N$ is the number of events in the $E_T$ spectrum, define

$$R = \frac{\left( N(E_T > E_T^0)_{\text{comp}} \right)}{\left( N(E_T < E_T^0)_{\text{comp}} \right)} \div \frac{\left( N(E_T > E_T^0)_{\text{SM}} \right)}{\left( N(E_T < E_T^0)_{\text{SM}} \right)}$$

With the choice $E_T^0 = 1500$ GeV one can conclude that ATLAS is sensitive at 95% confidence to values of $\Lambda$ as large as 25 (40) TeV for 30 (300) fb$^{-1}$. If this sensitivity is to be achieved then the calorimeter non-linearity must be understood at the 1.5% level.

21.5.3 Jet angular distributions.

The angular distribution of the jets are more sensitive to compositeness signals than the jet transverse energy spectrum and less susceptible to calorimeter non-linearities. The analysis was made in terms of an angular variable $\chi = e^{[\eta_1 - \eta_2]}$, where $\eta_{1,2}$ are the pseudorapidities of the two leading jets. For the case of $2 \rightarrow 2$ parton scattering, it is related to the CM scattering angle $\Theta^{*}$ as follows:
The di-jet angular distribution, $(1/N)(dN/d\chi)$, was investigated in four di-jet invariant mass bins. For all di-jet invariant mass bins, the $E_T$ threshold for the highest $E_T$ jet was 400 GeV. Table 21-11 shows the selection cuts for the highest $E_T$ jet for the various invariant di-jet mass bins, together with the average $M_{jj}$ and the number of events per bin. The di-jet angular distributions for these di-jet mass bins are shown in Figure 21-22 for constructive interference. The destructive interference case is very similar [21-37]. From the figure, one can see that quark compositeness leads to an enhancement in the distribution at low values of $\chi$ in comparison to the SM prediction. The di-jet mass range above 3400 GeV is shown clearly the isotropic contributions to the di-jet angular distribution in $pp$ interactions at LHC for $\Lambda$ up to 8 TeV. The sensitivity is slightly greater for a constructive interference than for a destructive one.

Define $R_\chi$ as the fraction of events with $\chi > \xi_0$. In Figure 21-23 the dependence of $R_\chi$ on the scale $\Lambda$, is shown for the constructive and destructive cases, when either two or all quarks are composite; $\xi_0 = 5$ was used. It is clear, that there is not enough sensitivity to distinguish whether two or all quarks are composite.

$R_\chi$ is not very sensitive to the parton density function as illustrated in Figure 21-24, where the values of $R_\chi$ are shown for the mass bin of $M_{jj}$ above 3400 GeV. These predictions have been obtained for the cases when two or all quarks are composite. $R_\chi$ is also insensitive to the jet cone radius $\Delta R$. Note that in the rest of the analysis, PYTHIA was used with the default structure function CTEQ2.

To study the sensitivity to the quark compositeness signal for higher scale $\Lambda$, an analysis was performed for an integrated luminosities of 30 fb$^{-1}$ and 300 fb$^{-1}$. Figure 21-25 and Figure 21-26 show the deviation of the di-jet angular distribution from the Standard Model predictions.

<table>
<thead>
<tr>
<th>Mass bin (GeV)</th>
<th>2000-2300</th>
<th>2300-2800</th>
<th>2800-3400</th>
<th>&gt;3400</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_T$ threshold(GeV)</td>
<td>400</td>
<td>400</td>
<td>400</td>
<td>400</td>
</tr>
<tr>
<td>No of events</td>
<td>18 562</td>
<td>15 781</td>
<td>77 772</td>
<td>52 228</td>
</tr>
<tr>
<td>Average $m_{jj}$ (GeV)</td>
<td>2136</td>
<td>2512</td>
<td>3050</td>
<td>4048</td>
</tr>
</tbody>
</table>
Figure 21-22  Di-jet angular distributions for various mass bins in case of constructive interference. Only quarks of the first two generations are assumed to be composite. The compositeness scale is taken to be 8, 10 and 14 TeV.
Figure 21-23  The dependence of $R_\chi$ on the scale $\Lambda$, for the constructive and destructive cases, when two or all quarks are composite.

Figure 21-24  The dependence of $R_\chi$ on the parton density function.

Figure 21-25  The di-jet angular distribution for di-jet mass above 4500 GeV for 30 $fb^{-1}$.

Figure 21-26  The di-jet angular distribution for di-jet mass above 5000 GeV for 300 $fb^{-1}$.
The sensitivity of the angular distributions to the calorimeter resolution has been studied [21-40]. In order to investigate the influence of a change of the constant term in the jet energy resolution on \((1/N)(dN/d\chi)\). The constant term was varied by a factor of two. There is no significant impact on the di-jet angular distribution. Figure 21-27 compares the SM and composite quarks predictions with and without nonlinearity effects. Both non-linearities discussed above are shown on the figure. Even for the larger of these, the effect is negligible compared to the compositeness signal shown. For this choice of di-jet mass bin intervals and jet \(E_T\) no fake signal is created and that the angular distribution is quite insensitive to the non-linearity.

In conclusion, the study shows that high mass di-jet angular distribution has an excellent discovery capability for quark compositeness. One month of LHC operation at \(10^{33}\) cm\(^{-2}\)s\(^{-1}\) allows discovering quark substructure if the constituent interaction constant is of the order of 14 TeV. An integrated luminosity of 300 fb\(^{-1}\) is needed to reach a 95% CL limit of 40 TeV.

### 21.5.4 Dilepton production

The production of dilepton pairs of large invariant mass can be used to probe models where leptons and quarks share constituents [21-38]. Events are selected with two isolated leptons of the same flavour and opposite charge, with \(p_T > 400\) GeV and \(|\eta| < 2.5\). The Standard Model rate is dominated by Drell-Yan pairs. A composite signal is revealed by an excess of events at large lepton pair invariant mass. If the invariant mass is greater than 1 TeV, the Standard model predicts a rate of 7 fb and the presence of compositeness with \(\Lambda = 16\) TeV increases this by 6 fb. For an integrated luminosity of 100 fb\(^{-1}\), a sensitivity to \(\Lambda < 30\) TeV is achievable at the 5\(\sigma\) level. Details can be found in [21-41].

### 21.6 Search for new gauge bosons and Majorana neutrinos

New gauge bosons arise from extensions of the Standard Model gauge group and are thus related to the generators of new symmetry groups [21-42]. Given the large number of possible models, a complete survey is not possible. Therefore, in the first part of this section, the discovery potential for new neutral and charged bosons (further referred to as \(Z'\) and \(W'\) respectively) will be reviewed. To do so, the prescriptions of a reference model [21-43], in which the couplings of \(W'\) and \(Z'\) to quarks and leptons are the same as for the standard \(W\) and \(Z\) bosons, and the \(W'WZ\) and \(Z'WW\) are suppressed by a factors of \((m(W)/m(W'))^2\) and \((m(Z)/m(Z'))^2\), will be followed.

In order to illustrate the capability for revealing the exact nature of new bosons, a detailed study was also performed in the framework of the Left-Right Symmetric Model, and is presented here.
21.6.1 Search for new vector bosons

21.6.1.1 Fermionic decays of $Z'$ bosons

If the couplings of a new $Z'$ boson to quarks and leptons are the same as those of a Standard Model $Z$ boson and there is no significant $Z$-$Z'$ mixing, then the decay width of the $Z'$ boson grows linearly with its mass. This situation, which is probably the most favourable case, will be further referred to as a SM-like $Z'$. The discovery limits in the $e^+e^-$, $\mu^+\mu^-$ and jet-jet ($jj$) decay channels as a function of $m(Z')$ are presented in Figure 21-28 [21-44]. The jets are required to have $p_T$ greater than 300 GeV. Shown is the value of $\sigma_B$ for the $Z'$ relative to the value for a Standard Model $Z$, that is needed for a 5$\sigma$ confidence level signal as a function of the mass of the $Z'$. As anticipated, the best sensitivity is obtained in the $e^+e^-$ channel. The other decay channels, together with the measurement of the forward-backward asymmetry, are likely to provide some complementary information which are relevant to determine the couplings of the fermions to the $Z'$ boson and to thereby help in specifying the origin of a new resonance. In the $jj$ final state the signal to background ratio is rather small (between $10^{-3}$ and $10^{-2}$), but a peak is visible [21-44].

21.6.1.2 Leptonic decays of $W'$ bosons

Within the same model, the sensitivity to a possible signal from leptonic $W'$ decays extends to masses of about 6 TeV [21-45]. For a value of $m(W') = 4$ TeV, Figure 21-29 shows the expected electron-neutrino transverse mass distribution for the signal above the dominant background from $W \rightarrow e\nu$ decays. For a transverse mass above 2.3 TeV and an integrated luminosity of 100 fb$^{-1}$, a clean signal of 160 events is expected above a background of 13 events from $W \rightarrow e\nu$ decays and a negligible contribution from top quark pair production and decay. With such a signal sample, the $W'$ mass could be measured to an accuracy of about 50 GeV.

21.6.1.3 A study of $W' \rightarrow WZ$

In addition to the leptonic channels, a new $W'$ charged boson could be observed via its decay into a $WZ$ pair. Here, the three lepton decay channel $W' \rightarrow WZ \rightarrow (l\nu)(ll)$ is considered for the mass range of $W'$ from 500 GeV up to 3 TeV. To obtain the $W'$ signal, the transverse mass distribution of three leptons and missing $E_T$ is calculated. From the three leptons in the final state, the ones with opposite charges are paired in order to reconstruct the $Z$ boson (when there are two possibilities, only the pair for which the invariant mass is the closer to $m(Z)$ is selected). The transverse mass distribution of the remaining lepton and the missing $E_T$ shows a Jacobian peak at $m(W)$.

The main background for this channel is the irreducible pair production and leptonic decays of $W$ and $Z$ gauge bosons $pp \rightarrow WZ \rightarrow (l\nu)(ll)$. In addition, there is a reducible background from $pp \rightarrow ZZ$ with one misidentified lepton in the final state, as well as the reducible background from $pp \rightarrow tt \rightarrow WbWb$, where both $W$ bosons decay into a $l\nu$ pair and where the third lepton comes from one of the $b$ quarks. This background is significantly reduced when one requires three isolated leptons in the final state, since the soft lepton coming from the $b$ quarks is non-isolated. The transverse mass distribution of the three leptons and the escaping neutrino are shown in Figure 21-30 for both the signal and the background. Even when no cut is applied, the $W'$ signal can be seen clearly up to masses of 2.5 TeV.
Some additional cuts have been applied on the transverse momentum of the lepton, in order to further enhance the signal and reduce the background. The event rates and the corresponding statistical significances strongly depend on the coupling of $W'$ to the $WZ$ pair. In the following, a SM-like situation will be referred to when the coupling of $W'$ to the $WZ$ pair is equal to the Standard Model coupling of $W$ to $WZ$ reduced by a factor $(m(W)/m(W'))^2$; the corresponding cross section will be further denoted by $(\sigma B)_{SM}$. Table 21-12 shows the event rates for the signal and background in the three lepton final state; to the total background includes the contribution from top pair events.

In order to accommodate different couplings from other possible models, the limiting value of the $W'WZ$ coupling, corresponding to a significance of 5$\sigma$ after 300 fb$^{-1}$ has been determined. The cross section associated with this discovery limit will be further denoted by $(\sigma B)_{limit}$. In Figure 21-31, the ratio of the cross section leading to a 5$\sigma$ significance to the cross section calculated with SM-like coupling for the $W'$ boson is plotted as a function of $m(W')$ in the range between 500 GeV and 3 TeV.

**Table 21-12** Event rates for the signal and background for 300 fb$^{-1}$

<table>
<thead>
<tr>
<th>$m_{W'}$ (GeV)</th>
<th>$\sigma_{SM}$ = 0.232 pb</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{W'}$ = 500 GeV</td>
<td>$\sigma_{SM}$ = 1.506 $10^{-2}$ pb</td>
</tr>
<tr>
<td>$m_{T} &gt; 275$ GeV</td>
<td>$W' \rightarrow WZ$</td>
</tr>
<tr>
<td>no cut</td>
<td>25446</td>
</tr>
<tr>
<td>$m_{Z} \neq 3\Gamma$</td>
<td>7884</td>
</tr>
</tbody>
</table>

* Including $t\bar{t}$ background
21.6.1.4 A study of $Z' \rightarrow WW$

A similar study can be performed if a new $Z'$ neutral boson couples to the standard $W$ boson. To illustrate this, the $pp \rightarrow Z' \rightarrow WW \rightarrow (jj)(e^\nu_e)$ is considered; the mass range of the $Z'$ boson extends from 1 TeV to 3 TeV. To reconstruct the $Z'$ signal, the hadronic and leptonic decays of the $W$ bosons are treated separately.

Given the large transverse momentum of the $W$ bosons, the two hadronic jets from their decays are very close and difficult to separate in the detector. After determining the radius $\Delta R_0$ of the cone in which the two hadronic jets coming from the $W$ boson are to be found, the invariant masses of all the hadronic clusters with a radius equal to $\Delta R_0$ are calculated using the detailed calorimeter information. Note that as the mass of the $Z'$ increases, $\Delta R_0$ is reduced. The hadronic cluster for which the invariant mass is the closest to the value of $m(W)$ is then assigned to the hadronic $W$ decay.

For the leptonic $W$ boson decay, the longitudinal momentum of the neutrino can be found by using its missing transverse energy and by solving a second order equation using the $W$ mass as a constraint. The resulting $p_z(\nu_e)$, then permits a full reconstruction of the $W$ boson momentum.

---

**Table 21-12** Event rates for the signal and background for 300 fb$^{-1}$

<table>
<thead>
<tr>
<th>$m_{W'}$ = 500 GeV</th>
<th>$m_T &gt; 495$ GeV</th>
<th>$W' \rightarrow WZ$</th>
<th>$B_{WZ}$</th>
<th>$B_{ZZ}$</th>
<th>$B_{total}$</th>
<th>$S/\sqrt{B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>no cut</td>
<td></td>
<td>1826</td>
<td>714</td>
<td>77</td>
<td>1552 *</td>
<td>46.4</td>
</tr>
<tr>
<td>$m_Z \neq 3 \Gamma$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_T^{lV} &gt; 50$ GeV</td>
<td></td>
<td>627</td>
<td>23</td>
<td>3</td>
<td>26</td>
<td>122.9</td>
</tr>
<tr>
<td>$p_T^{TZ} &gt; 450$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$m_{W'}$ = 2000 GeV</th>
<th>$m_T &gt; 1140$ GeV</th>
<th>$W' \rightarrow WZ$</th>
<th>$B_{WZ}$</th>
<th>$B_{ZZ}$</th>
<th>$B_{total}$</th>
<th>$S/\sqrt{B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>no cut</td>
<td></td>
<td>67</td>
<td>20</td>
<td>2</td>
<td>22</td>
<td>14.28</td>
</tr>
<tr>
<td>$m_Z \neq 3 \Gamma$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_T^{lV} &gt; 50$ GeV</td>
<td></td>
<td>45</td>
<td>4</td>
<td>-</td>
<td>4</td>
<td>22.5</td>
</tr>
<tr>
<td>$p_T^{TZ} &gt; 700$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$m_{W'}$ = 2500 GeV</th>
<th>$m_T &gt; 1425$ GeV</th>
<th>$W' \rightarrow WZ$</th>
<th>$B_{WZ}$</th>
<th>$B_{ZZ}$</th>
<th>$B_{total}$</th>
<th>$S/\sqrt{B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>no cut</td>
<td></td>
<td>20</td>
<td>6</td>
<td>1</td>
<td>7</td>
<td>5.66</td>
</tr>
<tr>
<td>$m_Z \neq 3 \Gamma$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_T^{lV} &gt; 50$ GeV</td>
<td></td>
<td>14</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>4.68</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$m_{W'}$ = 3000 GeV</th>
<th>$m_T &gt; 2119$ GeV</th>
<th>$W' \rightarrow WZ$</th>
<th>$B_{WZ}$</th>
<th>$B_{ZZ}$</th>
<th>$B_{total}$</th>
<th>$S/\sqrt{B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>no cut</td>
<td></td>
<td>5</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>3.24</td>
</tr>
</tbody>
</table>

* Including $t\bar{t}$ background
The major background for this channel is $pp \rightarrow W + \text{jets}$, where $W$ decays into a $e\nu_e$ pair, while the additional jets give an invariant mass which is close to the $W$ mass (this background depends on the value chosen for $\Delta R_0$). In addition, the production of $t\bar{t}$ and $WW$ pairs, where the $W$ bosons have a large transverse momentum contribute. All these backgrounds can be reduced by the use of the following cuts:

- $E_T(W \rightarrow e\nu_e) > m(Z')/3$, $E_T(e) > m(Z')/10$, $E_T^{\text{miss}} > m(Z')/10$ and $m_T(e\nu_e) < 100$ GeV.
- $E_T(W \rightarrow jj) > m(Z')/3$ and $m(W) - 15$ GeV $< m_{\text{inv}}(W \rightarrow jj) < m(W) + 15$ GeV.
- $|\eta(W \rightarrow jj)| < 2$ and $|\eta(e)| < 2$.
- A veto on the jets in the $|\eta| < 2$ region: the events for which some jets, apart from the ones coming from the $W$ boson, have a transverse energy greater than 25 GeV are rejected (this cut is very efficient in reducing the $t\bar{t}$ background).

The reconstructed mass of the $Z'$ boson is shown in Figure 21-32, together with the contribution from the residual background.

As in the case of the $pp \rightarrow W' \rightarrow WZ$ process, the event rates and the corresponding statistical significance strongly depend on the coupling of the new $Z'$ neutral boson to the $WW$ pair. Here again, a SM-like situation is referred to when the coupling of $Z'$ to the $WW$ pair is equal to the Standard Model coupling of the $Z$ boson to the $WW$ pair reduced by a factor $(m(Z)/m(Z'))^2$. As in Section 21.6.1.3, the limiting value of the $Z'$ $WW$ coupling, corresponding to a significance of 5$\sigma$ for 300 fb$^{-1}$, can be determined (see Figure 21-33).
21.6.2 Search for right-handed Majorana neutrinos

In the Standard Model, there are no right-handed neutrinos. As a result, given the Higgs structure of the theory, neutrinos are massless particles. However, no fundamental principle forbids them from acquiring masses and extensions to the Standard Model can have right-handed massive neutrinos.

An alternative model based on the $SU(2)_R \times SU(2)_L \times U(1)_{B-L}$ gauge group, restores the parity symmetry at high energy by using isospin doublets to describe both left-handed and right-handed fermions and by introducing three new heavy gauge bosons: $W_R$ and $Z'$ [21-46]. If neutrinos are Majorana particles, the Left-Right Symmetric Model also provides an explanation for the lightness of the left-handed neutrinos (further referred to as $\nu$'s) by introducing heavy right-handed neutrinos (further referred to as $N$'s) and using the See-Saw mechanism [21-47]. If the spontaneous breaking occurs at the TeV scale (as suggested by some supersymmetric extensions of the Left-Right Symmetric Model [21-48]), then the discovery of $W_R$ boson and right-handed Majorana neutrinos, could be made via the process $pp \rightarrow W_R + X \rightarrow lN + X \rightarrow llqq + X$ [21-49].

PYTHIA 5.7 and JETSET 7.4 have been used in order to generate the $pp \rightarrow W_R$ events and the right-handed Majorana neutrinos have been implemented so that the decay chain above can be studied. In this study, the coupling constants and the CKM matrices are assumed to be identical for left-handed and right-handed fermions. Two extreme mass situations are considered, in which either the masses of $N_e$, $N_\mu$, and $N_\tau$ are equal or $m(N_e) = m(N_\mu)$ with both $N_\mu$ and $N_\tau$ heavier than the $W_R$ boson. In the following, only the $N_e \rightarrow q\bar{q}e$ decays will be studied in detail.
21.6.2.1 Reconstruction of $W_R$ and $N_e$

Events with two isolated electrons and at least two hadronic jets in the final state are selected (the remnants of the $pp$ collision and the gluons radiated by the quarks coming from $N_e$ decays usually lead to a jet multiplicity which is greater than two). Then, one assumes that the two hadronic jets with highest transverse energies come from $N_e$. Since one does not know if a given electron comes from $W_R$ or $N_e$, the two $(e_jj_1j_2)$ combinations must be considered in order to reconstruct the right-handed Majorana neutrino. The $W_R$ boson is reconstructed by calculating the invariant mass of the $(ee_jj_1j_2)$ system. Figure 21-34 shows the mass distributions which are obtained for the signal after these procedures.

\[
\begin{align*}
m_{ee}(N_e) &= 998.1 \pm 1.6 \text{ GeV} \\
m_{ee}(W_R) &= 1993.2 \pm 1.6 \text{ GeV}
\end{align*}
\]

![Figure 21-34](image_url)

Reconstruction of $N_e$ and $W_R$ when their masses are respectively 1 and 2 TeV. The plots are given for an integrated luminosity of 300 fb$^{-1}$ and when the three Majorana neutrinos are degenerate in mass. The peaks are fitted with an asymmetric Gaussian distribution.

The shape of the spectra are not symmetric, because of the final state radiation of hard gluons. As the asymmetry in the $W_R$ and $N_e$ mass distributions grows with $m(N_e)$, the following selection criteria will be further applied on the signal events

\[
0.7m(N_e) \leq m_{\text{inv}}(e_1j_1j_2) \leq 1.1m(N_e) \quad \text{or} \quad 0.7m(N_e) \leq m_{\text{inv}}(e_2j_1j_2) \leq 1.1m(N_e)
\]

\[
(0.9 - 0.2r_W)m(W_R) \leq m_{\text{inv}}(ee_jj_1j_2) \leq 1.1m(W_R)
\]

where $r_W = (m(N_e))/(m(W_R))$. Note that when $r_W$ is small, it becomes more difficult to extract a clean signal with two isolated electrons and at least two hadronic jets, since the decay products of the right-handed Majorana neutrino are very close to each other. In this case, one should look for signatures with one high-$p_T$ isolated electron and one high-$p_T$ hadronic jet.
21.6.2.2 Reduction of the background and discovery potential for $W_R$ boson $N_e$

All the physics processes which lead to two isolated electrons and at least two hadronic jets in the final state are potential sources of background. In the framework of the Standard Model, the following processes are considered:

- $pp \rightarrow WW, WZ, ZZ (\text{+ jets}) \rightarrow ee + \text{jets}$,
- $pp \rightarrow t\bar{t} \rightarrow WWbb \rightarrow ee + \text{jets}$,
- $pp \rightarrow Z/Z' (\text{+ jets}) \rightarrow ee + \text{jets}$.

The two isolated electrons produced in these processes come either from a $Z$ boson or from a $WW$ pair. Their transverse energy is thus rather limited. The same applies for the two selected hadronic jets. Kinematical cuts at 200 GeV and 100 GeV are thus applied on $m_{\text{inv}}(ee)$ and on the transverse energy of $j_1$ and $j_2$. In a first step, the cuts that are used to reduce the background are $m_{\text{inv}}(ee) > 200$ GeV and $E_T(j_1,j_2) > 100$ GeV, when there are two isolated electrons and at least two hadronic jets in the final state (see full circles and squares). For events with one isolated electron and one hadronic jet which deposits a significant fraction of its energy in the electromagnetic calorimeter (see open circles and squares), one applies a kinematical cut at 1 TeV on the transverse energy of both the electron and the hadronic jet.

After 30 fb$^{-1}$, the $pp \rightarrow W_R \rightarrow e N_e$ channel will allow the discovery of the $W_R$ boson and the right-handed Majorana neutrino $N_e$ at the 5$\sigma$ confidence level up to masses of 4.6 TeV and 2.8 TeV respectively (if there is no residual background in a given region of the $(W_R,N_e)$ mass plane, one requires at least ten signal events for discovery). After 300 fb$^{-1}$, these discovery limits can be pushed up to 5.8 TeV for $m(W_R)$ and 3.4 TeV for $m(N_e)$, as it is shown on Figure 21-35a.

![Figure 21-35](image_url)

Figure 21-35 Discovery potential for $W_R$ and $N_e$ for 30 fb$^{-1}$ and 300 fb$^{-1}$. Figures a and b correspond to two different sets of cuts (see text). The full lines correspond to $m(N_{\mu}) = m(N_{\tau}) = m(N_e)$ and the dashed lines correspond to $m(N_{\mu}) < m(N_{\tau}) < m(N_e)$ with $m(N_{\mu})$ and $m(N_{\tau})$ both larger than the $W_R$ mass. The region marked NOT ALLOWED is not accessible using the analysis described here.
Also note that all the background processes lead to two electrons with opposite charges, while \( pp \rightarrow W_R \rightarrow e N_e \) leads to two electrons with same-sign charges in half of the cases, due to the Majorana type of \( N_e \). If one also requires that both isolated electrons have the same electric charge, then the background becomes negligible but, on the other hand, half of the signal is lost. After adding this cut, the discovery reach for \( W_R \) and \( N_e \) is modified, as shown in Figure 21-35b.

In addition to the \( pp \rightarrow W_R \rightarrow e N_e \) process, one can also look at the \( pp \rightarrow W_R \rightarrow \mu N_\mu \) channel, in order to further improve the sensitivity of ATLAS to the right-handed Majorana neutrinos. For simplicity, only the situation in which \( m(N_e) = m(N_\mu) = m(N_\tau) \) is considered and, in order to suppress the background, one requires that the both leptons have the same-sign charge and one applies kinematical cuts at 200 GeV on \( m_{\text{inv}}(l l) \) and 100 GeV on \( E_T(j_1,j_2) \), where \( l \) is either an electron or a muon, and on the transverse energy of \( j_1 \) and \( j_2 \) (see Figure 21-36).

### 21.6.2.3 Measurement of polarisation effects in \( pp \rightarrow W_R \rightarrow e N_e \)

If \( W_R \) and \( N_e \) are discovered, one can then identify the electron coming from \( W_R \) in order to measure polarisation effects. In the following, one will assume that the electron coming from \( N_e \) is the one for which \( m_{\text{inv}}(e_1 j_1 j_2) \) is the closest to the reconstructed \( N_e \) mass. Once this assignment is done, the fraction of \( W_R \) bosons produced in a +1 or -1 helicity state can be determined in the following way. Let \( y \) and \( \cos \theta \) be the rapidity of the \( W_R \) boson and the emission angle of the electron coming from \( W_R \) with respect to the beam axis in the centre of mass of the boson. Once they have been measured, one can calculate \( F(y) \) and \( B(y) \) which are the number of events with \( \cos \theta > 0 \) and \( \cos \theta < 0 \) respectively. If \( A_{FB} \) is the variable that accounts for the forward-backward asymmetry, then the fraction \( X(S_z=+1) \) of \( W_R \) bosons produced in the +1 helicity state is simply given by \( X(S_z=+1) = 1/2 (1 + 4/3 |A_{FB}|) \). If \( m(W_R) = 2 \text{ TeV} \), then \( X(S_z=+1) = 77\% \) (71\%) for positively charged (negatively charged) \( W_R \) bosons, on the generator level. Figure 21-37 shows that, after having suppressed the physics background and having reconstructed the \( W_R \) boson, one can account for the polarisation effects, provided that the electron assignment is 100\% correct. In real life, it will not be the case, especially when \( r_W \) is close to 0.6-0.8: in this case, the invariant masses of \( (e_1 j_1 j_2) \) and \( (e_2 j_1 j_2) \) are very close, leading to some misidentification for the origin of the two electrons in the final state and thus to some misestimation of \( X(S_z=+1) \).

### 21.6.2.4 Observability of the \( pp \rightarrow Z' \rightarrow N_eN_e \) process

If \( W_R \) and \( N_e \) are discovered and if \( Z' \) is also observed, using the \( pp \rightarrow Z' \rightarrow l^+l^- \) process, one can then search for signatures coming from \( pp \rightarrow Z' \rightarrow N_eN_e \). In the framework of the Left-Right Symmetric Model, the \( Z' \) boson is about 1.7 times heavier than the \( W_R \) boson.
If $N_e$ is heavy enough, the final states to look for consist of two electrons and at least four hadronic jets. The assignment of the two electrons and the four hadronic jets to their correct $N_e$ is achieved in the following way: for each of the six possible $(e_1j_aj_b;e_2jcjd)$ combinations is calculated and the one that minimises the value of $\delta m^{abcd} = |m_{inv}(e_1j_aj_b) - m_{inv}(e_2jcjd)|$ is chosen. The $Z'$ boson is then reconstructed by calculating the invariant mass of the two electrons and the four hadronic jets (see Figure 21-38). Note that, when $m(N_e) \ll m(Z')$, the decay products of the right-handed neutrino are not well separated in the detector and, as a result, a clean signal may be more difficult to extract.

All the processes that lead to final states with two electrons and at least four hadronic jets are potential sources of physics background. In addition to the Standard Model processes described in Section 21.6.2.2, one must take into account $pp \to W_R \to e N_e$. When requiring that the invariant masses of the two $(e_1j_aj_b)$ and $(e_2jcjd)$ selected combinations are very close, this background is suppressed, except if $r_{W}$ is in the neighbourhood of 0.6-0.8; in this case, the electrons which are produced in the decays of $W_R$ and $N_e$ have similar energies and, once associated with four hadronic jets, they might fake a $N_eN_e$ pair. Thus, one must require either $m_{inv}(eej_1j_2) \geq 1.1m(W_R)$ or $m_{inv}(eej_1j_2) \leq (0.9 - 0.2r_{W})m(W_R)$ in order to reduce the main background of the Left-Right Symmetric Model. Note that, by selecting the events with identical electric charges for the two electrons, one does not improve the sensitivity to the $pp \to Z' \to N_eN_e$ process.

In addition to the selection criterion on $m_{inv}(e_1j_1j_2)$, a cut at 200 GeV on $m_{inv}(ee)$ and a cut at 100 GeV on $E_T$ of all four jets is applied. Once all the backgrounds are reduced, the $pp \to Z' \to N_eN_e$ process may be observed with 30 fb$^{-1}$ of integrated luminosity, if the $Z'$ and $N_e$ masses are smaller than 3.2 TeV and 0.8 TeV respectively. If the integrated luminosity reaches 300 fb$^{-1}$, then these limits can be pushed up to 4.4 TeV for the $Z'$ mass and 1.2 TeV for the $N_e$ mass (see Figure 21-39).
21.7 Monopoles

The pioneering Dirac paper [21-50] published in 1931 pointed out the possibility of the existence of particles with isolated magnetic charge (monopoles). A monopole restores the symmetry of the Maxwell’s equations and explains the quantisation of the electric charge. Secondly, particles with the magnetic charges arise in gauge field theories as soliton like solutions to the field equa-
tions. Such solutions were found by Polyakov [21-51] and t’Hooft [21-52]. This type of monopoles, in realistic Grand Unification Theories have a mass of the order of the unification scale (~10^{16} \text{GeV}) and therefore cannot be discovered on the current or future accelerators. So, in the following discussion, Dirac’s pointlike monopoles will be considered. Current constraints on monopoles are summarised in Table 21-13.

<table>
<thead>
<tr>
<th>Table 21-13</th>
<th>Theoretical and experimental limits on monopole masses.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charge</td>
<td>$e_g = 2\pi n$,  $n = \pm 1, \pm 2, \ldots$</td>
</tr>
<tr>
<td>Mass $(M/n)$</td>
<td>$&lt; 7000 \text{ TeV (cosmology)}$</td>
</tr>
<tr>
<td></td>
<td>$&gt; 1.2 \text{ TeV [21-55]}$</td>
</tr>
<tr>
<td></td>
<td>(deviation from Standard Model)</td>
</tr>
<tr>
<td>Theory</td>
<td>$L_3 (Z \rightarrow \gamma \gamma \gamma)[21-53]$</td>
</tr>
<tr>
<td></td>
<td>$&lt; 510 \text{ GeV } (J_M = 1/2)$</td>
</tr>
<tr>
<td>Experiment</td>
<td>$D_0[21-54]$</td>
</tr>
<tr>
<td></td>
<td>$&lt; 610 \text{ GeV } (J_M = 0 )$</td>
</tr>
<tr>
<td></td>
<td>$&lt; 810 \text{ GeV } (J_M = 1/2)$</td>
</tr>
<tr>
<td></td>
<td>$&lt; 1580 \text{ GeV } (J_M = 1 )$</td>
</tr>
</tbody>
</table>

In this table, $e$ and $g$ denote electric and magnetic charge, respectively, and units are such that $\alpha_s = \frac{e}{2(4\pi)} = \frac{1}{137}$ and $\alpha' = \frac{g^2}{(4\pi)} = \frac{34}{n'}$. Limits on the monopole’s mass was obtained in [21-55] for monopole spin $J_M = 1/2$. Experiments searching for monopoles in cosmic rays gives limits on their flux only. Note that the monopole mass always appears in calculations as ratio $M/n$, so in the following the monopole mass refer to this ratio.
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**Figure 21-40** Schematic diagram for $\gamma \gamma$ production via the monopole loop.

The current best limit on monopole masses is obtained by the D0 experiment result [21-54], which relies on the method suggested in the paper Ginzburg and Schiller [21-56]. The main idea of this paper is based on observation that the interaction strength between monopole and photon is very strong and could give rise to photon-photon rescattering via the box diagram shown in Figure 21-40. The total cross section

$$\sigma_{pp \rightarrow \gamma \gamma X(E, M, P, n)} = 108 \left( \frac{nE}{M} \right)^8 \left( \frac{N(E)}{N(1 \text{TeV})} \right)^2 \left( \frac{1 \text{TeV}}{E} \right)^2 \text{ fb}$$
shows strong dependence on the energy of incident particles \(E\) as well as on monopole mass. The numerical factor \(P\) reflects dependence of the cross section on monopole spin and equal 0.085, 1.39 and 159 for spin 0, 1/2 and 1, respectively.

The differential spectrum of produced photons as function of transverse momenta is shown on Figure 21-41. The predicted long tail in \(p_T\) distribution allows one to work in the region where expected background will be small. Even with \(p_T\) cut at 1 TeV about 60% of the signal will survive.

There are a lot of processes which can obscure the signal. First, the same type of processes as shown on Figure 21-40 but with other particles in the loop. This has the same structure as the signal. Fortunately expected cross-section for these process about two orders of magnitude less than the monopole loop for mass region reachable at LHC. (see [21-56] and references therein). There are also processes where direct photons are produced by parton interactions. Finally, there are background processes from detector effects. These are:

- production of a photon and a hadron jet, mis-identified as electromagnetic one;
- production of two hadron jets both mis-identified as electromagnetic ones.

The probability to misidentify hadron jet as an electromagnetic one was taken to be 0.1% which is conservative but adequate for this analysis.

Monte Carlo estimation for background processes was made by ATLFAST with PYTHIA as event generator. Events were selected according to the following criteria:

- there are two isolated photons with \(E_T>50\) GeV;
- no additional jet or muon with \(E_T>25\) GeV;
- missing transverse energy less than 50 GeV.

To illustrate how monopole induced events will modify the distribution, Figure 21-42 shows the expected event rate for 100 fb\(^{-1}\) of integrated luminosity, assuming monopole mass equal to 10 TeV. They are shown as a function of \(S_T\), the scalar sum of photon transverse momenta. For a particular choice \(S_T>2\) TeV The signal sensitivity, defined as \(S/\sqrt{B}\) as function of the monopole mass presented on Figure 21-43. It is clear that at LHC limits significantly in excess of the current ones will be set.
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